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Abstract

The purpose of this document is to review the most commonly used algorithms in
multiple target tracking and data association. All reviewed algorithms belong to
class of probabilistic or Bayesian methods, that is, they represent all uncertainties
as probability distributions. The purpose of the document is not to be a complete
reference of existing multiple target tracking methods, but more like an extended
review.

The document also reviews a collection of Monte Carlo methods, which are
commonly used in Bayesian inference, and which are useful in multiple target
tracking. Because dynamic modeling is also an important issue in practical appli-
cations and written material on the topic is quite scattered in the literature, a re-
view of dynamic modeling with stochastic differential equations is also included.
The dynamic modeling review is written in practical engineering point of view,
without rigorous mathematical treatment of the stochastic differential equations.



Abbreviations and notations

Abbreviations

CLT
DLM
CDLM
EKF
FD
FEM
FPK
FPKE
HMC
11D
IMM
JPDA
JPDAC
JPDAM
KF

LT
LQG
MC
MCDA
MCJPDA
MCMC
MHT
MMSE
ODE
PDA
PDF
RBPF
SDE
SIR
SIS

Central Limit Theorem

Dynamic Linear Model

Conditional Dynamic Linear Model
Extended Kalman Filter

Finite Differences

Finite Element Method
Fokker-Planck-Kolmogorov
Fokker-Planck-Kolmogorov Equation
Hybrid Monte Carlo

Independently and Identically Distributed
Interacting Multiple Model

Joint Probabilistic Data Association
JPDA with Coupled Targets

JPDA with Merged Measurements
Kalman Filter

Linear Time Invariant

Linear Quadratic Gaussian

Monte Carlo

Monte Carlo Data Association

Monte Carlo Joint Probabilistic Data Association
Markov Chain Monte Carlo

Multiple Hypothesis Tracking
Minimum Mean Squared Error
Ordinary Differential Equation
Probabilistic Data Association
Probability Density Function
Rao-Blackwellized Particle Filter
Stochastic Differential Equation
Sequential Importance Resampling
Sequential Importance Sampling



SMC
UKF
UPF
uT

B(t)

D

DO
D®@
8(1)
Aty

€
E[h(x)]
E[h(X)1y]
EC)
f()
Fu()
Fo(-)
Fin()
F

F(t)
9(x)
9(x)
G;(x)
Hy
Hj_k
h(-)
H(x, r)
|

L

Sequential Monte Carlo
Unscented Kalman Filter
Unscented Particle Filter
Unscented Transformation

Acceptance probability of Metropolis-Hastings

Sensor’s surveillance area

Temporary matrix in matrix fraction expansion

Feedback matrix of discrete model on time jump tx_1 — tx

Feedback matrix of discrete model of target j on time jump tx_; — tx

Temporary time dependent matrix in matrix fraction expansion
Derivative of feedback function with respect to state

Angular velocity

Feedback function in discrete state space model

Temporary matrix in matrix fraction expansion

Temporary time dependent matrix in matrix fraction expansion
Set of measurement data

First coefficient of Fokker-Planck-Kolmogorov Equation
Second coefficient of Fokker-Planck-Kolmogorov Equation
Dirac delta function

Time difference ty, 1 — tx

Vector, where element i is 1, others 0.

Expected value of function h(x) when x is distributed as p(x)
Expected value of function h(x) when x is distributed as p(x|y)
Energy Function

Feedback function of dynamical model (ODE)

Generic update function

Generic prediction function

Generic likelihood function

Feedback matrix of LTI model

Feedback matrix of linear model

Generic function g : R" — R4

Generic functiong : R" — R

Gaussian distribution tied to target j

Linear measurement model matrix on time t;

Linear measurement model matrix of target j on time ty
Measurement function in (discrete) state space model
Derivative of measurement function with respect to state
Identity Matrix

Process noise matrix in LTI model



p(X)
PyIx)
pP(x|D)
p(t)
()

Process noise matrix in linear model

Likelihood function

Latent variable of time step tx in MHT

Latent variable of time step k in Rao-Blackwellized Filter

Set of latent variables from steps ty, ..., t

Kalman gain

Kalman filter prediction function

Kalman filter update function

Kalman filter measurement likelihood function

Boolean indicator of positive/negative measurement at time step k
State mean on time t,

State mean on time ty just before measurement yy

State mean in particle i on time ty after measurement y

State mean in particle i on time ty just before measurement yy
Target j state mean in particle i on time ty after measurement yy
Target j state mean in particle i on time ty just before measurement yy
State mean as continuous function of time

Number of modes in IMM

Number of particles

Gaussian distribution

g(N) € O(f(N)) means that there exists ¢g, €1, Ng > 0

such that N > Ng implies g(N) < cg+c1 f(N)

g(h) € o(f (h)) means that there exists cg, 1, Ng > 0

such that N > Ng implies g(N) > cg+ c1 f(N)

Probability that sensor fails to detect a target

State covariance

State covariance of time ty

State covariance of time ty just before measurement yy

State covariance in particle i of time ty after measurement yy

State covariance in particle i of time ty just before measurement yy
Target j state covariance in particle i of time ty after measurement yy
Target j state covariance in particle i of time t, before measurement y
State covariance as continuous function of time

Fourier Transformation of p

Vector (or set) of probabilities

Prior probability of clutter

Prior probability of target j association, where j = 0 means clutter
Prior or marginal distribution of x

Probability (likelihood) of data y given state x

Posterior distribution of state x given data D

Parameters of dynamical model

Importance distribution in Importance Sampling

iv



I Set of importance distributions for particles in particle set

q Scalar parameter defining the strength of spectral density
Ok Process noise on time jump tx_1 — tx

0j k Process noise of target j on time jump tx_; — tx

Q¢ Spectral density

Qc(t) Time dependent Spectral density

Qx Process covariance on time jump ty_; — tx

Qi k Process covariance of target j on time jump tx_; — t«
Q1) Proposal distribution in Metropolis-Hastings

r Radius

f Radial velocity

I Measurement noise of measurement k on time ty

Mk Target j measurement noise of measurement k on time ty
Ry Covariance of measurement noise on time step ty

Rjk Covariance of target j measurement noise on time step ty
R Space of real numbers

R" Space of real vectors of dimension n

0 Temporary scalar variable

Om Weight of mode m in IMM

S Non-centered covariance, i.e. correlation

Sk Innovation covariance in Kalman filter

by Covariance of Gaussian Distribution

0 Angle

6 Angular velocity

T Number of targets

t Independent variable representing time

ti Time step ti, time of measurement k

tr(A) Trace of matrix A, sum of diagonal elements

T Independent variable representing time

u Uniformly distributed random scalar

uge) Uniform Distribution

\Y \Volume of clutter measurement space

Vi Kalman filter innovation on step k

Vi Noise derivative of measurement model

V(x,r) Derivative of measurement function with respect to noise
w(t) Continuous white noise process

wS) Importance weight of particle i on time step k in SIR

W, Sigma weight in Unscented Transformation

W(x,q) Derivative of feedback function with respect to noise

Wi_1 Noise matrix of discrete dynamical model on time jump tx_; — tx
Wk Set of particle weights on time step k after measurement k

Wy Set of particle weights on time step k just before measurement k

\Y



X(1)

()
Xy

vVT{x)
V]

Independent variable in Fourier Transformation

State at time t

State at time ty

Sample i in Monte Carlo representation of states at time ty
State of target j at time ty

State of target j in particle i at time t

Candidate state in MCMC methods

Vector x without component i

Derivative of x with respect to time t

Second derivative of x with respect to time t

Stacked vector of states of all targets at time step k

Set of state particles on time step k

Sigma point in Unscented Transformation

Space of states x

Measurement at time step ty

Measurement at time step from target j

Collected measurement data until time t,

Collected measurement data until time t, from target j
Mean of y

Measurement from specific sensor s

Space of measurements y

Normalization factor

X ~ p(X) means that random variable x is distributed as p(x)
X & y means that x is approximately y

p(x) o« f(x) means that p(x) = f(x)/Z for some constant Z.
Jacobian matrix of vector valued function f(x)

Gradient of scalar valued function f (x)

Transpose of gradient of scalar valued function f (x)
Hessian matrix of scalar valued function f (x)

For all values of j

Vi



Contents

Abstract i
Contents vii
1 Introduction 1
1.1 Overview of the Problem . . . . .. ... ... ... ... .... 1
1.2 BayesianlInference . . . ... ... ... . ... .. .. ... .. 3
1.3 Filtering and State Estimation . . . ... ... .......... 5
1.4 Optimal Filtering . . . . .. ... ... .. ... .. . ... ... 7
1.5 Continuous-Discrete Filtering . . . . . ... ... ... ..... 9
2 Monte Carlo Methods 10
2.1 Principles and Motivation of Monte Carlo . . . . ... ... ... 10
2.2 Importance Sampling . . . . ... ... ... L. 11
2.3 Metropolis-Hastings . . . ... ... ... .. ... ....... 12
24 GibbsSampling . . . . . ... 14
3 Solutions to Linear Stochastic Differential Equations 16
3.1 State Space Form of Ordinary Differential Equations . . . . . . . 16
3.2 Linear MotionModels . . .. ... ... ... ... ... .... 17
3.3 Nearly Constant Angular Velocity Model . . . ... .. ... .. 19
3.4 Solutions of Stochastic Linear Differential Equations . . . . . . . 19
3.5 Solutions of Stochastic Linear Time Invariant Differential Equations 20
3.6 From Continuous Models to Discrete Markov Models . . . . . .. 21
4 Solutions to Non-Linear Stochastic Differential Equations 23
4.1 Theories of Ito and Stratonovich . . . . . ... ... ... .... 23
4.2  Fokker-Planck-Kolmogorov Equations . . . . . .. ... ... .. 24
4.3 Approximate Solutions to Non-Linear Equations . . . . .. . .. 25

vii



5 Filtering and State Estimation
5.1 Optimal (Bayesian) Filtering

5.2 KalmanFilter . . . . ... ... . ...
5.3 Extended KalmanFilter . . . . ... ... ... ..........
54 Unscented Kalman Filter . . . . .. .. ... ...........
5.5 Sequential Importance Resampling . . . . . . ... ... ... ..

5.6 Rao-Blackwellized Particle Filter

5.7 OtherMethods . . .. ... . .. . . . .. . .

6 Approaches to Tracking Multiple Targets in Clutter
6.1 Multiple Hypothesis Tracking for Clutter . . . . . ... ... ..

6.2 Probabilistic Data Association

6.3 Bootstrap Filter for Clutter

6.4 Multiple Hypothesis Tracking with Multiple Targets . . . . . . . .
6.5 Joint Probabilistic Data Association Filter . . . . . .. ... ...
6.6 Bootstrap Filter for Multiple Target Tracking . . . ... ... ..

7 Angular Tracking

7.1 Roleof Angular Tracking . . . . .. . ... ... ... ......
7.2 Transformations of Coordinate Systems . . . . . ... ... ...
7.3 Transformation to Polar Coordinates . . . . . ... ... ... ..
7.4 Known Angular Velocity Model in Polar Coordinates . . . . . . .
7.5 Nearly Constant Velocity Model in Polar Coordinates . . . . . . .

8 Negative Information Modeling

8.1 Overview of Negative Information Modeling . . . ... ... ..
8.2 Detecting the Negative Information. . . . . ... ... ... ...
8.3 Using the Negative Information Measurements . . . . . ... ..

9 Summary

A Derivations
A.1 Derivation of Kalman Filter

A.2 Propagation Equations for Linear Langevin Equations . . . . . . .

References

viii

72

74
74
78

82



List of Algorithms

O© 00 NOoO Ol WDN -

e ol el
~No o~ WNERO

Metropolis-Hastings . . . . . .. ... ... .. .. ... ..
GibbsSampling . . . . ... ... ..
Kalman Filter predictionstep . . . . ... ... ... ... ....
Kalman Filterupdatestep . . . . ... ... ... .........
Kalman Filter marginal measurement likelihood . . . . . ... ..
Extended Kalman Filter predictionstep . . . ... ... ... ..
Extended Kalman Filter updatestep . . . ... ... ... .. ..
Extended Kalman Filter marginal measurement likelihood

Unscented Transformation . . . . . ... ... ... ... ....
Unscented Kalman Filter . . . . .. ... ... ... .......
Sequential Importance Resampling (SIR) prediction and update. .
Resampling for SIR algorithm . . . . . ... ... ... ... ..
Multiple Hypothesis Tracking . . . .. ... ... ... .....
Probabilistic Data Association . . . . ... ... ... ......
Bootstrap Filter for Clutter . . . . . ... ... ... ... ....
Joint Probabilistic Data Association . . . . ... ... ......
Bootstrap Filter for Multiple Targets . . . . . .. ... ... ...



Chapter 1

| ntroduction

1.1 Overview of the Problem

The basic tracking scenario consists of sensors, which produce noisy measure-
ments, for example, azimuth angle measurements as illustrated in Figure 1.1. The
purpose of tracking algorithm is to determine the target trajectory using the sensor
measurements. There is additional prior information on the dynamics of targets,
which restricts the forms of target trajectories into those that are possible when
the laws of physics are taken into account.
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Figure 1.1: Sensor (depicted as circle) generates angle measurements of the target (de-
picted as triangle), and the purpose is to determine the target trajectory (dashed line).

More general tracking scenario consists of multiple sensors, which may have
different precisions, and they can produce different kinds of measurements, also
other than azimuth angle measurements. Typically, sensors are not synchronized
and they produce measurements during irregular intervals. Figure 1.2 illustrates
the case of multiple sensors. In estimation point of view, increasing number of
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CHAPTER 1. INTRODUCTION

sensors will ease the estimation procedure, since we get more information on the
same target trajectory.
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Figure 1.2: Multiple sensors give us more information on the same trajectory and thus
ease the estimation procedure.

In case of multiple targets there is an additional difficulty, because without
additional information we do not know which of the measurements correspond to
which targets. Figure 1.3 illustrates this problem — if the observed information are
the angle measurements 1 — 4, how do we know which targets they belong to? This
is called as the problem of data association. The same problem applies to false
alarm or clutter measurements, since we do not know if a given measurement was
false alarm or measurement from a target.
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Figure 1.3: In case of multiple targets, it is impossible to know without any additional

information, which target produced which measurement.

Attribute measurements can be used for inferring properties of the targets. For
example, the attribute measurements might contain information that target is most

2



CHAPTER 1. INTRODUCTION

likely a fighter. Estimation algorithm may then use the dynamic model for the cor-
rect platform type instead of averaging over all possible platform types according
to their prior (or step-back posterior) probabilities. Attributes also implicitly help
the procedure of data association, because if the platform type that was inferred
from measured attributes doesn’t match with the prior estimate of platform type,
the association likelihood will be lower and other way around.

Negative information arises in situation, when we can somehow infer that a
sensor didn’t give measurement from a target, which is assumed to exist. An artifi-
cial negative information measurement is then generated, which is a measurement
indicating that target is likely to be outside the surveillance area of the sensor.

1.2 Bayesian Inference

The mathematical approach in this document is based on philosophy that we for-
mulate and solve the estimation problems entirely on probabilistic basis®. Estima-
tion methods are developed for estimating the whole probability distributions as
accurately as possible, and individual parameter estimates are derived from these
distributions. Thus, we don’t derive estimators for parameters, but for probability
distributions.

The fundamental theorem of non-linear estimation and filtering theory is that
posterior distribution of states contains all possible information on state that can
be derived from measurements and model (Jazwinski, 1970; Bar-Shalom et al.,
2001). In data association case this theorem states that joint posterior distribution
of the states and associations contains all possible information that can be derived
from measurements, given the model.

Bayesian inference (see, e.g., Bernardo and Smith, 1994; Gelman et al., 1995)
utilizes the theory of statistics for building mathematical models of the nature.
It provides intuitive approach for deriving models, which are statistically opti-
mal, such that it is not even in theory possible to make better models in statistical
sense, conditional to modeling assumptions. Of course, the modeling assumptions
are never perfectly accurate and so the model will always be sub-optimal. Addi-
tional sub-optimality is due to approximations required for converting theoretical
computational models into algorithms suitable for sequential processing in digital
computers.

The procedure of Bayesian inference is in principle the following:

1. Carefully formulate the states and measurements involved in the phenomenon
including their values, ranges and connections to physical world. In this
document, the unknown states (such as position and velocity of a vehicle)

Lpure probabilistic methods are often called as Bayesian methods
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are denoted as
x e X, (1.0

where X C R" is the space of states. The measurements are denoted as

yed, (1.2)
where Y c R™ is the space of measurements.

2. Formulate forward model or noise model, which connects the hidden states
to measurements, taking the uncertainty of measurement model into ac-
count. For example, if correct position was known, what would we measure
in average and what would be the distribution of error. This model is called
the likelihood:

p(y|x) = {probability of measurement y given state x}. (1.3)

Note that likelihood means the probability density here, not the logarithm
of it, unlike within many texts on classical statistics for example in book
Milton and Arnold (1995).

3. Combine multiple measurements into joint likelihood:

PO -1 =[] p(yel0). (14)
t

The posterior probability density is now given as

POXIy1, -, y1) o< pOO [ | pyel), (L5)
t

where o« means proportional to such that left hand side is constant times
the right hand side. Note that in case of probability densities this constant
can be always calculated since probability densities must integrate to unity
with respect to the random variable.

In fact the expanded formula is

P9 [T P(y:IX)
S P TT; pOyelx) dx”

where the denominator is independent of x.

P(Xy1,...,y1) = (1.6)

4. Formulate prior model for states x, which can for example constrain the
velocities and position into sensible certain area. This prior model can be
also non-informative?, if no additional prior information is available.

2for example, uniform over all possible values

4



CHAPTER 1. INTRODUCTION

Another types of prior models are dynamical models such as stochastic dif-
ferential equations in form

%(t) = f(x(t), w(b)), L7

which can be thought as prior models that define the time dependent stochas-
tic behavior of states. Here x stands for derivative of x with respect to time
t and w(t) is the process noise modeling the uncertainties in dynamics.

5. Develop estimation algorithms for calculating the expectations (which are
known to be Minimum Mean Squared Error, MMSE estimators) in form

E[g(x)] = /g(X) PXly1, ..., yT) dX. (1.8)

where g(x) is an arbitrary function. The closed form integration of Equa-
tion (1.8) is impossible for almost all practical distributions and functions.
However, if all functions involved are linear and noise models are Gaus-
sian, the closed form integration is possible (see e.g. Section 5.2). These
linear Gaussian solutions include the pseudo-inverse solution for matrices
and Kalman filter for dynamical models. This is one of the reasons for their
popularity.

For nonlinear functions and non-Gaussian distributions, more complex meth-
ods are required. These methods include number of numerical integration
methods such as Monte Carlo integration (see Chapter 2).

Techniques, where we first formulate accurate forward model, apply the prior
information and then invert the combined model are sometimes called stochastic
inversion algorithms. One way of formulating this kind of inversion problem is
using Bayesian analysis techniques, as we do in this document.

1.3 Filtering and State Estimation

Filtering in this context is equivalent to optimal state estimation in dynamic en-
vironment. The aim is to estimate hidden signal consisting of sequence of states,
using indirect noisy measurements. Estimation is optimal in sense that it mini-
mizes the expected estimation error. In case of multiple targets, minimizing the
estimation error also requires that we are able to solve the problem of data associ-
ation, with possible help of attribute measurements or without. Estimation is done
on-line, which means that updated state estimate is available as soon as new mea-
surement has been obtained. In Bayesian sense filtering is equivalent to recursive
estimation of posterior distribution of states.
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Tracking is form of filtering where the hidden signal consists of states of a
moving or stationary targets (position, velocity etc.). The purpose of tracking is to
estimate the position of these targets as accurately as possible using only indirect
and noisy measurements such as azimuths, distances and elevations. In addition
to these kinematic measurements there are attribute measurements, which help
process of data association by providing information on types of targets in area. In
order to reach the goal of optimality, the estimation algorithm should be complete
in sense that it is able to track all existing targets, and clutter insensitive such that
there are no extra targets in addition to existing ones.

Measurement model defines how much we can infer from indirect measure-
ments. Given a measurement, we could in theory calculate estimate of the state
by inverting this measurement model. But unfortunately, using the measurements
alone, we could only calculate an approximate position for the exact time instant
when new measurement arrived, but not for any other time instants. The infor-
mation in previous measurements would be always lost, because there is no time
bridge between measurements.

Measurement model is typically in form

Yk = h(X, r), (1.9)

where h(-) is an arbitrary but known function from state x to measurement y and k
denotes the measurement number. This function actually defines what we would
measure if we knew the state and there was no noise (e.g., rx = 0). The model
also contains the noise term r which is used for modeling the uncertainty in real
measurements.

Dynamical model tries build a “time bridge” between the measurements of
different times. It is typically based on physical laws (e.qg., differential equations),
which loosely define the target’s most likely movements. For example, if the
target is an airplane, it should obey physical laws. This means that, for example,
it cannot change direction very fast, and it must have certain velocity to keep
above ground.

Typically dynamical model is presented in form of stochastic differential equa-
tion

X(t) = f(x(t), w(t)), (1.10)
where w(t) is an unknown noise term. In practice, we integrate Equation (1.10)
from measurement to measurement. Therefore dynamical model in Equation
(1.10) can be also written as discrete jump Markov model, jumping from mea-
surement to measurement:

Xkr1 = f(Xk, Qi)- (1.11)

Filter is an algorithm, which does the job of optimal state estimation using the
measurement and dynamical models defined in Equations (1.9) and (1.10) respec-
tively. The basic functionality of a filter is the following:

6
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1. Initialization: Start from initial state X(tp) = Xo with suitable degree of
uncertainty.

2. Prediction: When a new measurement arrives, use the dynamical model to
predict where the measurement should be, when only the old measurements
are taken into account. Prediction step is visualized in Figure 1.4.

3. Update: Use the new measurement to update the state estimate a bit so
that we have optimal combination of old and new information, weighted
according to their quality (probability). Update step is visualized in Figure
15.

5 y3 0.4

i

q Vodxidt = f() +w, ) . 0.3
' X(12) ='x2 ‘D’
L

dx/ dt
X

= f(x) +
t1) = x

yl

,,,,,,,,,,,

ax/dt=i()

t=t1, x(t)=x1

,,,,,,,,,,,,,

t=t0, x(t)=x0

@) (b)

Figure 1.4: (a) Filtering can be thought as integration of dynamics from measurement
to measurement and updating the state estimate using the measurements. (b) Dynamical
model is used for integrating both the state estimate and its uncertainty from measurement
to measurement.

1.4 Optimal Filtering

The success of optimal linear filtering is mostly due to the journal paper of Kalman
(1960), which describes a recursive solution to the discrete linear filtering prob-
lem. Although, the original derivation of Kalman filter was based on least squares
approach, the same equations can be derived from pure probabilistic Bayesian
analysis. The Bayesian analysis of Kalman filtering is well covered in the clas-
sic book of Jazwinski (1970) and more recently in the book of Bar-Shalom et al.
(2001).
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Figure 1.5: (a) When measurement arrives, we have two differing estimates — the real-
ized noisy measurement and predicted measurement which both have their uncertainties.
(b) Update step combines the predicted and realized measurements in optimal fashion
depending on their uncertainty.

Kalman filtering, mostly because of its least squares interpretation, has been
widely used in stochastic optimal control. A practical reason to this is that the
inventor of Kalman filter, Rudolph E. Kalman, has also made several contributions
to the theory of linear quadratic Gaussian (LQG) regulators (see, e.g., Maybeck,
1982b), which are fundamental tools of stochastic optimal control.

As discussed in the book of West and Harrison (1997), in the sixties, Kalman
filter type recursive estimators were also used in Bayesian community and it is not
clear if theory of Kalman filtering or theory of dynamic linear models (DLM) was
the first. Although, these theories were originally derived from slightly different
starting points, they are equivalent. This document approaches the Bayesian fil-
tering problem in Kalman filtering point of view, because of its useful connection
to the theory and history of stochastic optimal control.

In the early stages of its history, Kalman filter was soon discovered to belong
to the class of Bayesian estimators (see, e.g., Ho and Lee, 1964), and the resulting
generalized theory is called as non-linear filtering theory (Jazwinski, 1970). This
theory is fundamentally Bayesian, because there really is no other way of formu-
lating the non-linear theory in a complete and mathematically rigorous manner.
An interesting historical detail is that while Kalman and Bucy were formulating
the linear theory in the United States, Stratonovich was doing the pioneering work
on the probabilistic (Bayesian) approach in Russia (Jazwinski, 1970).
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1.5 Continuous-Discrete Filtering

Optimal discrete filter, such as Kalman filter, solves the discrete filtering prob-
lem, which means that the underlying physical phenomenon is modeled as a dis-
crete time process. However, because the nature is continuous, physically more
realistic approach is continuous-discrete filtering, where the state dynamics are
modeled as continuous time stochastic processes (i.e., stochastic differential equa-
tions) and measurements are assumed to be obtained during discrete time steps.
This continuous-discrete filtering approach is due to Jazwinski (1970).

In theory, an optimal continuous-discrete filter does the following (Jazwinski,
1970):

e Prediction step solves the probability density at time step tx from Fokker-
Planck-Kolmogorov (FPK) partial differential equation using the old pos-
terior distribution at time step tx_; as the boundary condition.

e Update step fuses the information in new measurement at time step tx with
the prior information contained in the predicted posterior distribution above
using the Bayes’ rule.

When we implement the above steps for specific model, we rarely need to consider
the actual theoretical basis in algorithms. For example, the continuous-discrete
Kalman filter does exactly the above, but due to linearity these steps reduce to:

e Prediction step solves the mean and covariance from ordinary differential
equations describing the dynamics of these moments.

o Update step calculates the new state mean and covariance using the Kalman
filter update equations.

As shown in Section 3.6 the above procedure can be actually implemented as
pure discrete process, because the solution to mean and covariance propagation
equations is actually linear function of initial conditions.



Chapter 2

Monte Carlo M ethods

2.1 Principlesand Motivation of Monte Carlo

Within statistical methods in engineering and science it is often necessary to eval-
uate expectations in form

ElgO0] = f g0 pOx) dx. (2.1)

where g : R" — R™ in an arbitrary function and p(x) is the probability distribu-
tion (density) of x.

This is especially the case within methods of estimation theory since the pos-
terior expectation is the MMSE estimator of such quantity. Unfortunately, closed
evaluation of such expectations turns out to be impossible in all except in few
cases such as linear Gaussian case. Therefore, numerical methods have been ap-
plied in majority of the cases.

Monte Carlo methods provide a numerical method of calculating the integrals
in form of Equation (2.1). Monte Carlo refers to general class of methods, where
closed form computation of statistical quantities is replaced by drawing samples
from the distribution and estimating the quantities by sample averages.

In (perfect) Monte Carlo approximation, we draw independent random sam-
ples from x® ~ p(x) and estimate expectation as

1 _
Elg00] ~ 7 D 9x®). (22)

Monte Carlo methods approximate the target density by number of samples that
are distributes according to the target density. Figure 2.1 represents a two dimen-
sional Gaussian distribution and its Monte Carlo representation.

The convergence of Monte Carlo approximation is guaranteed by Central
Limit Theorem (CLT) (see, e.g., Liu, 2001) and the error term is O (N ~/?), re-
gardless of dimensionality of x. This invariance of dimensionality is unique to

10
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@ (b)

Figure 2.1: (a) Two dimensional Gaussian density. (b) Monte Carlo representation of the
same Gaussian density.

Monte Carlo methods and makes them superior to practically all other numerical
methods when dimensionality of x is considerable.

Importance Sampling (see, Section 2.2) is a simple algorithm for generating
weighted samples from the target distribution. The difference to the perfect Monte
Carlo sampling is that each of the particles contain a weight, which corrects the
difference between actual target density and the approximation obtained from im-
portance distribution. Importance sampling is very important, since it is the basis
of Sequential Importance Sampling (see, Section 5.5), which in turn is the basis
of all Particle Filtering algorithms.

2.2 Importance Sampling

It is not always possible to obtain samples directly from p(x) due to its complex
form. In Importance Sampling (see, e.g., Liu, 2001) we use approximate dis-
tribution called importance distribution 7 (x) from which we can draw samples.
Having samples x! ~ 7(x) we could approximate the expectation integral (2.1)
as

Z gx®) p(x®)

) (2.3)

Elg(0)] ~

Figure 2.2 illustrates the idea of Importance sampling. We sample from the im-

portance distribution, which is an approximation to target distribution. Since the

distribution of samples is not the correct one, we have to associate a weight to
each of the samples in order to make the distribution correct.

Disadvantage is that we should be able to evaluate p(x(’) in order to use it di-

11
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@ (b)

Figure 2.2: (a) Importance distribution approximates the target distribution (b) Weights
are associated to each of the samples to correct the approximation.

rectly, but we often don’t know the normalization constant of p(x")). Importance
Sampling method uses an approximation, where we define weights as

px®)
wj = jT(X(i))' (24)
It approximates the expectation as
Ca(x®Y w
E[g00] ~ Zgz(iw) (25)
i Wi

which has the fortunate property that we don’t have to know the normalization
constant of p(x).

2.3 Metropolis-Hastings

Metropolis-Hasting algorithm (Metropolis et al., 1953; Hastings, 1970) forms the
basis of all Markov Chain Monte Carlo (MCMC) methods (see, e.g., Gilks et al.,
1996). It can be used for generating samples from distribution p(x), which is
known up to normalization constant. At first the algorithm draws initial sample
point x© from some approximate distribution. Then the steps described in Algo-
rithm 1 are repeated until sufficient number of samples has x) been obtained.

We can prove the correctness of algorithm by noting that the Markov chain of
accepted points, which has transition kernel

KX, x*) = AX*|X) Q(X*|X), (2.7)

12
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1. Let x be the current sample point. Draw new candidate point x* from
proposal distribution Q (x*|x).

2. Accept the candidate point with probability
P(X*) Q(X|X) 1}
POOQ(X*X) ")

In practice we should first draw number from uniform distribution u ~
U(0,1). Ifu < A(X*|x) then store x* and let x < x*. Otherwise reject
the candidate point.

A(X*|X) = min { (2.6)

Algorithm 1: Metropolis-Hastings

has p(x) as its stationary distribution. This is due to fact that detailed balance
condition is met, which implies that Markov chain is reversible in time:

POOAX*[X)Q(X*|X) = min { p(x) Q(X*|X), P(X*) Q(X|x*)}
= min { p(x*) Q(XX*), ) Q(X*x)} (2.8)
= PX*) AXIX*) Q(XIX*).

Various forms of proposal distribution can be used:

1. Symmetric Proposal Distribution: Markov chain kernel K (x, x*) is called
symmetric if K(x, x*) = K(x*, x). In Metropolis algorithm the proposal
distribution depends only on distance between current and candidate point
[x — x*|, which means that Q (x*|x) = Q(X|x*). Then Metropolis-Hastings
acceptance probability reduces to

AX*x) = min{p(x*)/p(x), 1} . (2.9

2. Random Walk: Markov chain, which produces samples if form x,,; =
Xn + wn, Where wy is independent of chain, is called Random Walk. In
proposal distribution this means that its value depends only on difference
of current and candidate point Q(X*|X) = p,(X* — X), where p,, is the
probability density of wy,.

3. Independence Chains: In this case candidate probabilities are independent
of current point Q(x*|xX) = g(x*). Function g should be chosen to be as
close as possible to the target distribution p(x).

4. Other Methods: The most common special case of the algorithm is the
Gibbs Sampling (section 2.4). Also Hybrid Monte Carlo (HMC) (Duane

13
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et al., 1987) can be interpreted as variation of Metropolis-Hastings algo-
rithm.

2.4 Gibbs Sampling

Gibbs sampling (see, e.g., Gilks et al., 1996) can be applied to a distribution p(x)
for which we draw exact samples from conditional densities of components given
the other components. During one iteration step each of the m components are up-
dated one at a time by drawing new values for them from the conditional densities.
Gibbs sampling step is presented as Algorithm 2.

Figure 2.3: Gibbs sampling draws samples from target distribution by sampling from
conditional densities of individual components.

On each step, draw new vector X,; using the equations below and store
the result:

(n+1) m L
Xp D~ pxalxs”, Xg' s LX)

n+1) (n+1 n)
Xg T~ poahdTY XY, X))

(n+1) n+1) (41 (N
Xz~ palxy T X XX

1 n+1) (n+1) (n+1)

Xr(‘r?+ )~ PXmlX] 7 Xy T, Xy )

Algorithm 2: Gibbs Sampling

Gibbs sampling can be interpreted as special case of Metropolis-Hastings
algorithm. Let’s assume that updates are done one at a time and Metropolis-
Hastings step is done after each update. If the probability of candidate component

14
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generated by i:th update is p(x*|x(f‘i)) then the acceptance probability is

* N) [y*

PXM)Q (x*|x™)’
| poey pox™yx™
= min , 1
pPX™) p(x|x )
= min { p(Xii)’ 1}
p(x";)
=min{l,1} =1,

which means that every proposal is accepted.
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Chapter 3

Solutionsto Linear Stochastic
Differential Equations

3.1 State SpaceForm of Ordinary Differential Equations

The purpose of this chapter is to familiarize reader to using stochastic differential
equations as dynamic models. The most attention is targeted to linear models,
which are the most common types of dynamic models used in tracking problems.
At first, illustration purposes, we will derive a simple differential equation
model and present it in state space form. Presenting ordinary differential equa-
tions in state space form means that higher order differential equation is repre-
sented as system of first order differential equations in form (see, e.g., Kreyszig,

1993)
x = f(x, t). (3.1)

For example, second order differential equation
X=0 (3.2)
can be converted into state space form by defining variables as follows:

X1 = X (3.3)

Now equation (3.2) can be rewritten as

X1 = Xo (3.5)
%, = 0. (3.6)

This can be written in vectorial form (state space form)

X = Fx, (3.7

16
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EQUATIONS
_ X1 . 01
= (m) e=(01) 6o

The purpose of this chapter is not to be a reference of existing dynamic models.
The idea is to demonstrate how dynamic models can be converted into the generic
form (state space form), which can be used in estimation algorithms.

In stochastic case, the most general differential equation concerned here is the
Langevin equation (Stratonovich, 1968; Jazwinski, 1970; Risken, 1989)

where

X = f(x, t) + L(x, H)w(t), 3.9

where w(t) is the noise component. Our derivation will actually lead to stochastic
differential equations in Stratonovich sense, because we are using ordinary calcu-
lus for manipulating the integrals. Equivalent Ito equations could be obtained by
using suitable transformation rules (Stratonovich, 1968; Jazwinski, 1970)

3.2 Linear Motion Models

Target dynamics in tracking problems are often modeled as Linear Time Invariant
Ordinary Differential Equations in form

X = Fx+ Lw(t), (3.10)

where w(t) ~ N (0, Q.) is the (diagonal) process noise, which models the un-
certainty in dynamics. This is not actually Ordinary Differential Equation but
Stochastic Ordinary Differential Equation because of the noise component.

Let’s first consider a simple Linear Time Invariant (LTI) model, which is the
constant velocity or equivalently zero acceleration model:

X=0 (3.11)
y=0, (3.12)
where X denotes the second time derivative of x-coordinate, that is, x-directional
acceleration. The model given by Equations (3.11) and (3.12) states that all fea-
sible target trajectories should have exactly zero acceleration everywhere. Which

is, of course, unnatural assumption. For this reason, we introduce process noises
wy (t) and wy(t) as follows:

X = wx(t) wx (1) ~ N (0, gx) (3.13)
¥ = wy(t) wy(t) ~ N(O, qy). (3.14)

This model allows trajectories that may vary from exactly zero acceleration mo-
tion, but still are most likely close to zero acceleration in short periods of time.

17
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The model above is in form of Equation (3.10), which can be seen by rewriting
this model in form

X =X (3.15)
y=7y (3.16)
X = wy(t) (3.17)
§ = wy(t) (3.18)

If we define the state as x = (x y X ¥)T and noise as w = (wyx wy), this model is
in form of Equation (3.10) with

0010 00

~looo1 oo (a0

F=lo0o00 0 L=11 0 QC_(O qy>' (3.19)
0000 01

Another example of LTI model is the constant angular acceleration model
X =—ay +wx)  wx(t) ~ N(O,qy) (3.20)
¥ =ax + wy(t) wy(t) ~ N(0, qy), (3.21)

where a is the known constant angular acceleration. This model is also in form of
Equation (3.10) with

001 0 00

looo0 1 oo (ax O

F={00 0 -a L=11 o0 QC_(O qy)'(s'zz)
00a 0 0 1

Linear Differential Equations may also depend on time, in which case the model
can be written in form
X = F(t)x + Lt)w(t). (3.23)

An example of linear but time dependent model is the known angular velocity
model, where the angular velocity a(t) changes in deterministic way. The model
in this case is

X = —at)y +wx®)  wy(t) ~ N(O,ay) (3.24)
y=a)Xx + wy(t) wy(t) ~ N(0, qy), (3.25)
which can be written in form of Equation (3.23) by defining
0 0 1 0 00
=[50 ¢ A e=2E] es(52)
0 0 att) O 01

(3.26)

18



CHAPTER 3. SOLUTIONS TO LINEAR STOCHASTIC DIFFERENTIAL
EQUATIONS

Linear Differential Equations have the property that they are linear operators,
which implies that the stochastic linear differential Equation (3.23) transforms
Gaussian initial conditions into Gaussian distributions over any time period. Non-
linear differential equations will transform Gaussian initial conditions into non-
Gaussian distributions (see, e.g., Jazwinski, 1970).

3.3 Nearly Constant Angular Velocity Model

Consider non-linear nearly constant angular velocity model or coordinated turn
model in form

X = —ay + wy(t) (3.27)
y = ax + wa(t) (3.28)
a = ws(t), (3.29)
where
w1(t) ~ N(0, gx) (3.30)
w2 (t) ~ N (O, qy) (3.31)
wa(t) ~ N(0, ga). (3.32)
The model is in form
X = f(X) + Lw(t), (3.33)
where the state is defined asx = (x y X y a)" and
% 0 0O
. 0 0O
ax 100 0 O
X 010 Ga
0 0 1
(3.34)

This model is non-linear, because function f is non-linear.

3.4 Solutionsof Stochastic Linear Differential Equations
Stochastic linear differential equations in form

X(t) = F(H)x(t) + L)w(t), (3.35)
where initial conditions are

x(0) = N(m(0), P(0)), (3.36)
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F() and L(t) are matrix valued functions, and w(t) is a Gaussian white noise
process with spectral density Qc, can be solved exactly using ordinary differential
equations

m(t) = Ft)m(t) (3.37)
P(t) = F(P(t) + POF®T + LHOQc(L®)T. (3.38)
The latter of these is called as the Lyapunov differential equation and is special
case of Riccati differential equation. There equations are the classical optimal

prediction equations of Kalman-Bucy filter (see; e.g., Kalman and Bucy, 1961,
Jazwinski, 1970; Stengel, 1994; Bar-Shalom et al., 2001).

3.5 Solutionsof Stochastic Linear Time I nvariant Differ-
ential Equations

Time independent versions of stochastic linear differential equations, which are
called as stochastic linear time invariant differential equations, are very useful in
dynamic modeling. They have the general form

X(t) = Fx(t) + Lw(t), (3.39)
where initial conditions are
x(0) = N(m(0), P(0)), (3.40)

F and L are constant matrices, and w(t) is a Gaussian white noise process with
moments

Ew(t)] =0 (3.41)
E[w(t) w(t + 7)7] = Qcd(). (3.42)
Mean Equation (3.37) has now closed form solution, which can be written in terms

of matrix exponential
m(t) = exp{Ft}m(0). (3.43)

The corresponding Lyapunov equation can be solved by using matrix fractions
(see, e.g., Stengel, 1994). If we define matrices A and B such that P = AB~1, it
is easy to show that P solves the Lyapunov Equation (3.38) if matrices A and B
solve the differential equation

A T
()-8 o
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and P(0) = A(0)B(0)~1. We can select, for example,

A(0) = P(0) (3.45)
B(0) = I. (3.46)

Because differential equation (3.44) is linear and time invariant, it can be solved
using the matrix exponential function:

A\ F LQLT A(0)
(B(t))_exp{(o QL )t}(B(O)). (3.47)
Equivalent, but more explicit solution to Lyapunov Equation (3.38) in time invari-
ant case is given as
P(t) = exp(Ft)P(0) exp(Ft)"

t
+ / exp(F(t — 7))LQc(t)LT exp(F(t — 1)) "dr. (3.48)
0

However, solution of Equation (3.47) is easier to use by numerical methods.

3.6 From ContinuousModelsto Discrete Markov M odels
Assume that dynamical model is Linear Time Invariant (LTI) model in form
X(t) = Fx(t) + Lw(t), (3.49)

with initial conditions
X(to) ~ N(m(to), P(to)), (3.50)

and we wanted to create corresponding discrete Markov model jumping from time
instance tg to t;, then t; to t; and so on. State x(t) could be, for example:

x —coordinate
y—coordinate
x —velocity
y—velocity

X = (3.51)

Using the results from Section 3.5, with constant Q. and known initial conditions
m(tx) and P(ty), the mean and covariance of solution can be expressed as

m(tx + Aty) = exp(FAt)M(ty) (3.52)
Pt + Aty) = exp(FAt)P(tk) exp(FAt) "

Aty
- f exp(F(At, — 7))LQ:LT exp(F(Aty — 7))Tdr. (3.53)
0
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Due to time-invariance property of LTI models, the Equations (3.52) and (3.53)
can be applied recursively. If we discretize as follows:

myg = M(ty) (354)
Py = P(t) (3.55)
Ay = exp(FAty) (3.56)
Aty
Qk = / exp(F(Aty — 7))LQcLT exp(F(At, — 7)) "dx, (3.57)
0

where we have let Aty = tx, 1 —1tx, we can integrate the solution to Equation (3.49)
exactly using the relations

Mip1 = AgMy (3.58)
Prs1 = APKA! 4 Qi (3.59)

This formulation is particularly useful in case of Kalman filter (Kalman, 1960),
because the canonical form of Kalman Filter has this kind of discrete dynamic
model. The conclusion is that it doesn’t matter that Kalman Filter was originally
designed for discrete models, it still is exact for linear continuous dynamical mod-
els with discrete measurements.
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Chapter 4

Solutionsto Non-L inear
Stochastic Differential Equations

4.1 Theoriesof Itoand Stratonovich

There are actually two mathematical theories related to stochastic differential
equations. The original theory of stochastic calculus was developed by Ito in
the forties. Another theory was developed later by Stratonovich (1968). Practical,
engineering oriented description of the differences in these formalisms is given in
the book of Jazwinski (1970).

In our concern, the main difference in Ito’s and Stratonovich’s definitions is
that Stratonovich integral can treated as conventional integral when it comes to
integration rules. Ito’s definition requires that one should always use the specific
rules of stochastic calculus, because the normal rules don’t apply. 1to’s definition
is more general than that of Stratonovich’s, and every Stratonovich integral has
equivalent Ito integral.

For the simple reason that calculations are easier with Stratonovich’s defini-
tion, it is (at least to our knowledge) more widely used in statistical physics (see,
e.g., Risken, 1989). For this same reason we shall also use Stratonovich’s defini-
tion of stochastic integral, and so we can treat the noise components in our equa-
tions as functions in classical sense. Note that Jazwinski (1970) always uses Ito’s
definition of stochastic integral, because there are special cases in continuous-time
non-linear filtering, where Stratonovich’s theory is not enough. These cases don’t
arise in our continuous-discrete filtering case.
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4.2 Fokker-Planck-Kolmogorov Equations

Langevin equation is a stochastic differential equation in form
X = f(x, t) + L(x, tyw(t), (4.)
where w(t) is a Gaussian white noise process with moments

E[w(t)] =0 (4.2)
E[w(t) w(t +7)"] = 8(1). (4.3)

Note that a noise process with generic positive definite matrix Q.(t) can be used
by redefining L(x, t) as X
L(x,t) = L(x, )S(), (4.4)

where Q¢(t) = S(t)S(t)".

In this section we shall use Einstein’s summation convention, which means
that we should sum over every index, which appears twice in a product term.
Greek letters are used for denoting indices, which should never be summed over.
Using this convention, Langevin Equation (4.1) can be equivalently written in
form

Xi = fi(x, 1) + Lij (X, Dw; (), (4.5)

where w(t); is a Gaussian random process with the following properties:

Elwi(H)] =0
, , (4.6)
Elwi Qw; ()] = &6t —t').
If we start from an initial distribution
x(0) ~ p(x,0), 4.7)

the distribution on later times p(x, t) is given by the Fokker-Planck-Kolmogorov
Equation (FPKE), which is partial differential equation in form (see, e.g. Jazwin-
ski, 1970)

ap d [ 1 92 @
— =—— (D t —— (D@, t)p). 4.8
P X ( i (X, )p)+2axiaxj ( i (X, )p) (4.8)
The drift coefficients are given as

d Lij (X, t)
0 Xk
DiZ (X, 1) = Lik(X, )Lji(X, 1). (4.10)

DP(x, t) = fi(x, t) + %LKJ x, 1) (4.9)
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Langevin Equation (4.1) is exactly the type, which arises, for example, in coor-
dinate transformations of linear dynamic models. For nearly constant velocity
model in polar coordinates (Equation (7.38)) we have

D(r,0,¢,6) =¢ (4.11)

DSP(r,6,¢,6) =6 (4.12)

DV (r, 0,¢,6) = 6 (4.13)
) 26

D (r, 0,¢,6) = — (4.14)

DZ(r.0.¢.6)=q (4.15)

D2(r.6,1,0) = %

(4.16)

and other terms are zero. The Fokker-Planck-Kolmogorov equation is given as

op D D D
at — or p) 00 ©) ar (0%rp) +
a (216 1 92 192 /q
(7)) aam et gy () D

which we should solve for p(r, 6, F, 6, 1).

4.3 Approximate Solutionsto Non-Linear Equations
Consider generic non-linear Langevin equation in form

x = f(x, t) + L(x, Hhw(t), (4.18)
where w(t) is a Gaussian random process with the following properties:

E[w(t)] = 0

4.19
Ewtw(t + 1)1 = Qcd(1). (4.19)

There are several alternative ways for approximately solving the Langevin equa-
tion or the associated Fokker-Planck-Kolmogorov (FPK) equation:

e Linearization is the most common way of approximating the nonlinear

dynamics. The idea is to calculate approximate mean solution from the
nonlinear noise-free model and then use the linearized model in covariance

25



CHAPTER 4. SOLUTIONS TO NON-LINEAR STOCHASTIC
DIFFERENTIAL EQUATIONS

propagation

m = f(m, t) (4.20)
of

F) = W(m(t)’ t) (4.21)

L(t) = L(m(t), t) (4.22)

P=Ft)P+PF"(t) + Lt)Qct)LT(t). (4.23)

This is actually Extended Kalman Filter (EKF) prediction step in it contin-
uous form.

e Second Order Taylor Series approximation of i:th component of function
f(x, t) with respect to mean m gives

fix, t) ~ fi(m,t) + V' fi(m, t)(x — m)+

+ %(x —m)"VvVT fi(m, t)(x —m), (4.24)

where VT f;(m, t) (which is a row vector) denotes the transpose of gradient
and VVT f;(m, t) is the Hessian matrix. From above we get that

E[fi(x, )] = fi(m,t) + %tr{VVT fi(m, t)P}. (4.25)

Second order approximation to mean propagation equation can be now writ-
ten in form

, 1
m = f(m, t) + 5 Ztr [VVT fi(m, )P} e, (4.26)

where vectors g; are unit coordinate vectors such that their i:th element is 1
and all other are 0. This second order Taylor series approximation is widely
used in second order extended Kalman filter.

e Unscented Transformation (UT) (Julier and Uhlmann, 1995) can be used
for approximating the first two moments (mean and covariance) of state
distribution. The idea is to integrate set of deterministically chosen sigma
points through the dynamics, and estimate the moments from those points.

e Interacting Multiple Models (IMM) (see, e.g., Bar-Shalom et al., 2001) is
a special case of Multiple Model Kalman Filter algorithms, and it is well
suited to approximating non-linear dynamic models. The state distribu-
tion is represented as a mixture Gaussian distribution and there is a special
Markov model, which approximates the probability flow between the Gaus-
sian components.
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e Monte Carlo Methods (Risken, 1989) are common methods in approx-
imating the solutions of Partial Differential Equations such as FPKE. The
idea is to discretize the Wiener process (or Brownian motion process), which
models the noise in Langevin equation. Then we can simulate sample tra-
jectories from the Langevin equation by using random number generator
and Euler integration.

e Numeric Solving of Partial Differential Equation with, for example, the
method of Galerkin (Gunther et al., 1997), Finite Differences (FD) (Challa
and Bar-Shalom, 2000) or Generalized Edgeworth Series (Challa et al.,
2000).
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Chapter 5

Filtering and State Estimation

5.1 Optimal (Bayesian) Filtering

Optimal filtering (see, e.g. Jazwinski, 1970; Ho and Lee, 1964; Maybeck, 1979,
1982a; Bar-Shalom et al., 2001), also called as Bayesian filtering considers state
estimation models in form

Xk ~ P(Xk | Xk-1) (5.1)
Yk ~ PYk | Xk, (5.2)

where Xy is the unknown hidden state, which is only observable indirectly through
measurements yy. Measurements are corrupted by measurement noise, which has
the known distribution given by p(yk | xx). Markov model for state transitions
P(Xk | Xk_1) models the time evolution of state between the measurements.

The purpose of state estimation is to infer the state xy as accurately as possible
using the measurements yy. According to the philosophy of optimal filtering, the
fundamental purpose of optimal filter is to form an approximate representation
of the posterior distribution of states. More accurate this representation is, more
closer the algorithm is to optimal performance.

Using the basic rules of statistics, we can infer the posterior distribution of
state step xx conditional to all measurements up to that time

PXk | Y1) = Pk | Y1, - -+, Yi)- (5.3)

Recursive equations for calculating the posterior distribution sequentially in re-
cursive manner are called the Bayesian Filtering equations. The recursion starts
from initial distribution

Xo ~ P(Xo), (5.4)
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and the successive posteriors can be calculated from the equations
P(Xk | Yik-1) = / P(Xk | Xk-1) Pk—1 | Yk—1) dXk—1 (5.5)
P(Xk | Y1) = Zik P(Yk | Xk) POk | Y1k-1), (5.6)
where the normalization constant is given as

Zy = / P(Yk | Xk) P(Xk | Y1k—1) dXk. (5.7)

The marginal measurement likelihood, which gives the predictive distribution of
measurement yy given all previous measurements, is given as

P(Yk | Yik-1) = / P(Yk | Xk) PXk | Y1:k—1) OXk. (5.8)

Note that this likelihood term is the same as the normalization constant Zy given
by Equation (5.7).

5.2 Kalman Filter

Kalman filter (KF) (see, e.g., Jazwinski, 1970; Maybeck, 1979; Bar-Shalom et al.,
2001; Grewal and Andrews, 2001), which originally appeared in (Kalman, 1960),
considers a dynamic linear model model

Xk = Ax—1Xk—1 + Ok—1 (5.9)
Yk = HiXx + 1, (5.10)
where
Ok—1 ~ N (0, Qx-1) (5.11)
g ~ N (0, Rk). (512)

The symbols are defined as follows:

e Xx = X(tk) is the hidden state at time step tx. This state can include, for
example, the velocity and position of a vehicle x = (x y X y)T.

e Vi isthe implicit measurement that can be made from state x at time tx. This
measurement can be for example noisy position estimate given by some
sensor or direction/distance/velocity measurement of radar or anything else.
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e Ay_; Is the transition matrix of dynamic behavior which defines how state
Xk—_1 evolves on average when time passes from ty_; to tx. This matrix can
result from integrating continuous time model from last measurement time
instance at tx_; to current at t, using the methods presented in Chapter 3. In
that case Ag_1 is exactly the transition matrix of the continuous solution.

e Qy_1 defines the increase of uncertainty in the discrete dynamic model dur-
ing the transition from tx_; to tx. This uncertainty can be integrated from
the continuous model using the methods for noisy differential equations as
described in Chapter 3.

e Hy defines the measurement process.

e Ry is the covariance of noise in the measurement procedure.

We have presented the model without input signal, since it is irrelevant in our
application. Matrices Ax_1, Hy, Qk_1 and Ry are assumed known for all k > 0.
The initial configuration defined by parameters mg and Py is also assumed to be
known.

In probabilistic terms, the model is

P(Yk | X)) = N (yk | HiX, Ri) (5.13)
P(Xk | Xk—1) = N (Xk | Ax—1Xk—1, Qk-1) (5.14)
P(Xo) = N(Xo | Mo, Po). (5.15)

Kalman Filter prediction step is described as Algorithm 3 and update step as Al-
gorithm 4. The marginal measurement likelihood calculation (Equation (5.8)) for
Kalman filter is given as Algorithm 5.
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Synopsis:

[my, P 1= KFp(Mi_1, Prk—1, Ak—1, Qx-1)

Data : Previous state mean my_; and state covariance Px_;. Model pa-
rameters: transition matrix Ax_; and process covariance Q_;.
Result Calculates predicted state mean m, and covariance P .

Calculate predicted mean and covariance:

m, = Ax_1Mk_1 (5.16)
Pi = Ac-1PiaaAL; + Qut (5.17)

Algorithm 3: Kalman Filter prediction step
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Synopsis:
[Mk, Py, Vi, Sk, Kkl = KFy(yk, m, P, Hk, Ry)

Data : Measurement y, predicted state mean m, and state covariance
P, . Model parameters: measurement matrix Hy and measurement
covariance Ry.

Result Calculates updated state mean my, state covariance Py, innovation
mean vy, innovation covariance Sk and Kalman gain Kj,

Calculate innovation mean and covariance:

Vi = Yk — Hmy (5.18)
Sk = HkP, H; + Ry (5.19)

Calculate gain, updated state mean and covariance:

Ky =P HE St (5.20)
M = M, + Kgvg (5.21)
P = P — KiSkKyt (5.22)

Algorithm 4: Kalman Filter update step
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Synopsis:
p = KFin(yk, m, P, H, Ri)

Data : Measurement y, predicted state mean m, and state covariance
P, . Model parameters: measurement matrix Hy and measurement
covariance Ry.

Result Calculates the marginal measurement likelihood p(yk | Y1k-1)-

Calculate innovation mean and covariance:

Vk = Yk — Himy (5.23)
Sk = HkP, Hi + R« (5.24)

Calculate the probability:
p = N(v|0,SW (5.25)

Algorithm 5: Kalman Filter marginal measurement likelihood

In probabilistic terms, the Kalman Filter equations can be used for calculating
parameters of the following distributions:

PXk | Yik-1) = N [ M, P) (5.26)
P(Xk | Y1) = N (X | Mg, Py) (5.27)
P(rk | Yik-1) = N(rk | Vk, Sk), (5.28)

where residual or innovation sequence is defined as
e =Yk — HyXk. (5.29)

The original derivation of Kalman filter (Kalman, 1960) was based on computing
sequential orthogonal projections of new measurements yy into linear space of
the measurements from the previous steps Yx_1. The basis of this derivation is
in linear Gaussian processes even thought the derivation is based on optimality
property of orthogonal projection in linear spaces. Alternative derivation, based
on probabilistic formulation is given in Appendix A.1.
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5.3 Extended Kalman Filter

Extended Kalman Filter (EKF) (see, e.g., Jazwinski, 1970; Maybeck, 1982a; Bar-
Shalom et al., 2001; Grewal and Andrews, 2001) is a nonlinear extension of
Kalman Filter. The model is (without input for simplicity):

Xk = a(Xk-1,0k-1) Ok-1 ~ N0, Qx-1)
5.30
Yo = hX 1o, e ~ NO,R. (5.30)

The state mean and observation mean are approximated by nonlinearities evalu-
ated at mean values of noise terms

E[xk] ~ a(mg_1,0) = my (5.31)
Elyx] = h(m,0) =V,. (5.32)

In order to estimate covariances, the following linearization is made

Xk & My 4+ Ax_1(Xk—1 — Mg—1) + Wi_10k—1 (5.33)
Yk ~ Y + Hi(Xk—1 — my ) + Viry, (5.34)
where
8 )
Ay = 22X 9 (5.35)
X X=Mk_1,q=0
da(X,
Wiy = 2% 0 (5.36)
aq X=mg_1,q=0
h
H = N0 (5.37)
9X x=m,,r=0
h
v, = . . (5.38)
ar x=m ,r=0

With these approximations the Extended Kalman Filter prediction equations take
the form of Algorithm 6 and update equations form given of Algorithm 7.
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Synopsis:

[m;9 Pl;] = EKFp(mk—ls Pk—l, a(X, q)v A(X9 q)s Qk—la W(X7 q))

Data : Previous state mean my_4 and state covariance Py_;. Parameter
a(x, q) defines the dynamic transition function. A(x, q) is deriva-
tive function of a with respect to state, Q_1 is the process covari-
ance and W(x, q) is the derivative function of a with respect to

noise.

Result Calculates predicted state mean m, and covariance P, .

Calculate mean prediction:

m, = a(mg_1,0)

Calculate predicted covariance:

Ax-1 = A(My_1,0)
W1 = W(mg_4, 0)
Pr = Wi 1QuaW, 4 + A 1Pe 1A]

Algorithm 6: Extended Kalman Filter prediction step

(5.39)

(5.40)
(5.41)
(5.42)
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Synopsis:

[mkv Pk’ Vi, Ska Kk] = EKFu(Yk, m|27 P|Za h(xv r)a H(Xa r)s Rks V(Xs r))

Data : Measurement y, predicted state mean m, and state covariance
P, . Parameter h(x, r) defines measurement function. H(x, r) is
derivative function of h with respect to state. Ry is the measure-
ment covariance and V(x, r) is derivative function of h with re-
spect to noise.

Result Calculates updated state mean my, state covariance Py, innovation
mean Vi, innovation covariance Sx and Kalman gain Ky,

Evaluate the derivatives:

Calculate innovation mean and covariance:
Vk = Yk — h(m|:, 0) (5.45)
Sk = HP Hp + VRe Vi (5.46)

Calculate gain, updated state mean and covariance:

Kg = P HE St (5.47)
mg=m, + KykVi (5.48)
Pk = P — K¢ SkKy (5.49)

Algorithm 7: Extended Kalman Filter update step
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Synopsis:
p = EKFin(yx, m, P, h(x, r), H(X, 1), Rk, V(X, )

Data : Measurement y, predicted state mean m,  and state covariance
P, . Parameter h(x, r) defines measurement function. H(x, r) is
derivative function of h with respect to state. R is the measure-
ment covariance and V(x, r) is derivative function of h with re-
spect to noise.

Result Calculates the marginal measurement likelihood p(yx | Y1k_1)-

Evaluate the derivatives:

Hyk = H(my, 0) (5.50)
Vi = V(my, 0) (5.51)

Calculate innovation mean and covariance:

Vk = Yk —h(m,;, 0) (5.52)
Sk = HkP Hy + ViR Vg (5.53)

Calculate the probability:

p = N(v|0,SK (5.54)

Algorithm 8: Extended Kalman Filter marginal measurement likelihood

5.4 Unscented Kalman Filter

Unscented Kalman Filter (UKF) (Julier et al., 1995; Wan and van der Merwe,
2001) is based on Unscented Transformation (UT) (Julier and Uhlmann, 1995),
which is method for generating approximations of Gaussian distributions when
they are propagated through nonlinear functions. Classical way of establishing
this approximation is linearization as in case of EKF, but Unscented Transforma-
tion provides an alternative.

Assume that variable x € R" has Gaussian distribution N (my, Pyx) and this
variable is propagated through nonlinear function y = g(x), and the purpose is to

37




CHAPTER 5. FILTERING AND STATE ESTIMATION

generate the best possible Gaussian approximation for distribution of variable y.
The classical linear approximation already employed in EKF would be
my ~ g(my) (5.55)
Pyy &~ G Py G, (5.56)

where G is the Jacobian of g(x) evaluated at x = my

_ dgx)
G=—1 o (5.57)

The unscented transformation (Julier and Uhlmann, 1995) works very differently
— the idea is to generate fixed number of sigma points, which capture the mean
and covariance of original distribution exactly. Those sigma points are propagated
one at a time through function g(-) and new transformed distribution is estimated
from them. The sigma points are selected so that distribution of y can be estimated
from these transformed sigma points as accurately as possible. The procedure is

presented as Algorithm 9.
In Algorithm 9, the matrix square root of positive definite matrix P means a

matrix S = +/P such that
P=SST. (5.69)

Since the only requirement to S is the definition above, we can for example use
the lower triangular matrix of Cholesky factorization (see, e.g., Kreyszig, 1993).

Unscented Kalman Filter is an approximate solution to the same nonlinear
state model as EKF, but instead of linearization, it uses Unscented Transformation.
The state model is

Xe = a(Xk—1, Wk-1) Wk—1 ~ N(O, Qx-1)

5.70
Yo = h. v, Ve ~ N(O.Ry. (5.70)

The UKF computations are described as Algorithm 10. If the process noise model
is additive (as usually is the case) the equations in Algorithm 10 can be simplified
(see Wan and van der Merwe, 2001).

5.5 Sequential Importance Resampling

Sequential Importance Sampling (SIR) (see, e.g., Doucet et al., 2001) can be used
for estimating recursively the moments of model

X ~ P(Xk | Xk—1) (5.84)
Yk ~ P(Yk | Xk), (5.85)
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1. Compute the set of 2n+1 points from the rows or columns of the matrix

V(N4 A)Pxx:
Xo = My (5.58)

X = My + (\/(n n ,\)PXX> L i=1,...,n (5.59)

Xi = my — (,/(n n A)PXX> Ci=n+1,....2n (5.60)

and the associated weights:

Wém) — /(N + 1) (5.61)
W =2/ + 1) + (L —a? + B) (5.62)
Wi(m) =1/2n+x1)}, i=1....2n (5.63)
Wi(C) =1/{2n+x1)}, i=1...,2n (5.64)

Parameter X is a scaling parameter defined as
A=a’(N4K)—n (5.65)

The positive constants «, B8 and « are are used as parameters of the
method.

2. Transform each of the sigma points as

Y; =g(Xi), i=0,...,2n (566)

3. Mean and covariance estimates for y can be calculated as

2n

my ~ Y W™Y; (5.67)
i=0
2n

Py ~ > WY —my)(Y; —my)T (5.68)

i=0

Algorithm 9: Unscented Transformation
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Initialize: Calculate the augmented prior mean and covariance:

mg = Ep@l = (mg 00)" (5.71)
Po 0 O

P =EL0G—m)eg—my)'I=| 0 Qo O (5.72)
0 0 R

Sigma points: Use the unscented transformation method for generating

sigma points:
Xk-1 = [mﬁ‘_l mg_, + (J(n + )”)Pﬁ!)i] (5.73)

Prediction: Estimate predicted state distribution from the sigma points:

Xigk-1 = a(Xg_1, X¢_1) (5.74)
2n

my = Zwi(m)xi,k\k—l (5.75)
i=0
2n

P = Zwi(C)(Xi,k\k—l — M) Kikgkez — MO T (5.76)

i=0

Update: Estimate measurement covariance and posterior state distribu-
tion from the sigma points:

Yk|k—1 = h(x)k(“(_]_’ X|l()_1) (5.77)
2n

Ve =2 W ™Yikk-1 (5.78)
i=0
2n

Py = Z W@ (Y k-1 = Vi) Vi1 — Vi) (5.79)
i=0
2n

Preye = 9 W Xisigeer = MO Vi1 — Vi) T (5.80)
i=0

Kic = Py Pyly, (5.81)

me = my + Ke(yk — Yi) (5.82)

Pk = P, — KkPy, y Ky (5.83)

Algorithm 10: Unscented Kalman Filter
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where X is the state, and yy is the measurement as in case of generic Bayesian
Filtering. In addition to model above there is importance distribution 7 (-), which
is an approximation to posterior distribution of states given the value of previous
step

T (Xk | Xk—1, Y1) & P(Xk | Xk—1, Y1:6)- (5.86)

The importance distribution should be in such functional form that we can draw
samples from that distribution and evaluate probability densities of those points.

Algorithm is started from initial distribution, whic is given in form of prior
sample set {x}’,i = 1,..., N} and corresponding weights w{’. Then the SIR
step described as Algorithm 11 is repeated for each measurements. SIR uses re-
sampling Algorithm 12 sub-program. This is the basic resampling method and
more advanced resampling methods can be found, for example, in article (Kita-
gawa, 1996).

On every step, the expectation of any function g(x) in posterior distribution of
Xk can be calculated as weighted sample average

N
Elgoi] ~ Y wyg(x). (5.93)
i=1
Bootstrap filter (Gordon et al., 1993) is a special case of Sequential Importance
Resampling, where importance distribution is 7 (X | Xk_1, Y1.k) = PXk | Xk—1)
and resampling is performed on every step. Optimal importance distribution is
given as m (Xk | Xk—1, Y1k) = P(Xk | Xk_1, Y1), Which can be used in practice for
example in Monte Carlo data association case.

In SIR resampling is not performed on every step, but only when it is actually
needed. One way of implementing this is to do resampling on every k’th step,
where k is some predefined constant. This method has the advantage that it is
unbiased. Another way, which is also used in our simulation system, is adaptive
resampling, where effective number of weights is used for monitoring the need for
resampling. Adaptive resampling has the disadvantage that in theory, additional
adaptive term in algorithm may introduce bias in estimation result. However, this
bias is negligible in most cases.

An estimate for effective number of particles based on an approximation of
the variance of importance weights can be computed as:

N 1
VU S
N )
> ()
()

where w,.~ is the normalized weight of particle i on time step k (Liu and Chen,
1995). Resampling is performed when effective number of particles is signifi-
cantly less than total number of particles. In our simulation system, we resample
if ngg < N /4, where N is the total number of particles.

Neff (5.94)
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Synopsis:

[Xk, Wi] = SIR(Xk—1, Wi—1, PXk | Xk=1), P(Yk | X)), T (X | Xk—1, Y1:k))

Data :Previous state distribution as weighted sample set
X1 Wien) = X, wl’, @i = 1,...,N} Model pa-
rameters: transition distribution p(Xx | Xx_1), measurement
likelihood distribution p(yx | Xk) and importance distribution
7T (X | Xk—1, Y1:K)-

Result Predicted and updated state distribution as weighted sample set
(X Wi = (X, w’ i =1,..., N}

Draw new point xlf) for each point in sample set {xf(ill, i =1,...,N}
from the importance distribution:

X ~ (% | X4 1. Vi) (5.87)
Calculate new weights as follows:

M (OERVO)
) @ PO XD PO % 20)
Wi X Wie—a ONN0)

(X | X g, Y1k)

(5.88)

and normalize them sum to unity.
if (effective number of weights is too low) then

[Xk, Wk] = Resample(Xx, W)
end

Algorithm 11: Sequential Importance Resampling (SIR) prediction and update.

Good importance distributions can be obtained by local linearization where
mixtures of Extended Kalman Filters (EKF) or Unscented Kalman Filters (UKF)
are used as importance distribution (Doucet, 1998; van der Merwe et al., 2001).
van der Merwe et al. (2001) also suggest a Metropolis-Hastings step after (or
in place of) resampling step to smooth the resulting distribution, but from their
results, it seems that this extra computation step has no significant performance
effect. A particle filter with UKF importance distribution is often referred as Un-
scented Particle Filter (UPF).
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Synopsis:
[Xi, Wi ] = Resample(Xy, W)
Data : Weighted sample set (X, Wi) = {x\), w’ :i =1,..., N}.

Result Weighted sample set (X}, W}) = (x, w," :i =1,..., N}.

fori=1,...,Ndo
Draw uniform random number:
u~UuU(,1) (5.89)

Find the smallest index i’ such that cumulative sum of normalized
weights is greater or equal to u:

i/
Y wd zu (5.90)
j=1
and set
X O = x (5.91)
w = 1/N (5.92)
end

Algorithm 12: Resampling for SIR algorithm

5.6 Rao-Blackwellized Particle Filter

The idea of Rao-Blackwellized particle filtering (see, e.g., Akashi and Kumamoto,
1977; Doucet, 1998; Chen and Liu, 2000; Doucet et al., 2001; Gustafsson et al.,
2002) is that sometimes it is possible to calculate part of the filtering equations
analytically and the other part by Monte Carlo sampling instead of calculating
everything by pure sampling. According to Rao-Blackwell theorem this leads to
estimators with much less variance than could be obtained by pure Monte Carlo
sampling (Casella and Robert, 1996). An intuitive way of thinking this is that
marginalization replaces the finite Monte Carlo particle set representation by an
infinite closed form particle set, and that infinite set of particles is always more
accurate than any finite set.
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Consider the following Conditional Dynamic Linear Model (CDLM)

Xk = A(Ak—1)Xk—1 + Qk—1 (5.95)
Yk = Hu)Xk + Tk, (5.96)
where
Ok—1 ~ N (0, Q(Ak-1)) (5.97)
f ~ N0, RGw)) (5.98)
A ~ Pk | Ak=1). (5.99)

The model is conditionally linear, since given parameters A, the model is Linear
Gaussian. The idea of Rao-Blackwellization is that we can integrate Gaussian
parts of model in closed form with Kalman Filter and use particle filter for re-
maining part of model.

5.7 Other Methods

e Second Order Extended Kalman Filter (Bar-Shalom et al., 2001) uses
second order Taylor series expansion of the non-linearities instead of the
first order linearization used in standard EKF.

e Unscented Kalman Filter (Julier et al., 1995; Wan and van der Merwe,
2001) is based on Unscented Transformation, which is used for generating
Gaussian approximation of state distribution instead of EKF’s linearization.

e Non-Linear Projection Filter (Gunther et al., 1997) is able to approxi-
mate non-linear dynamic models especially well. The idea is to integrate
the Fokker-Planck-Kolmogorov equation of non-linear dynamic model by
method of Galerkin (see, e.g., Guenther and Lee, 1988). Finite Element
Method (FEM) is a special case of Galerkin method with localized basis
functions.
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Chapter 6

Approachesto Tracking Multiple
Targetsin Clutter

6.1 Multiple Hypothesis Tracking for Clutter

Clutter can be modeled such that, in addition to the actual measurement, we ob-
serve an indicator variable Ay, which defines the association event:

Ak = 0 : {measurement k originated from false alarm} (6.1)
Ak = 1 : {measurement k originated from target} (6.2)

If we denote the whole history of measurement source indicators until the time
step k with Ax = {Aq1,..., Ak}. On one step we might have multiple measure-
ments but assuming that the measurements are conditionally independent we can
treat all measurements sequentially.

The likelihood is now joint likelihood of measurements and associations:

P(Yk, Ak|Xk) = {probability of observation y with origin Ay on state xx}. (6.3)
This likelihood can be factorized as

P Yk, AklXk) = P(YklAk, Xk) P(Ak|Xk), (6.4)

and we can model the measurement likelihood p(yk|Ak, Xk) and association like-
lihood p(Ak|Xk) separately.

For example, we could have a Gaussian measurement model for target origi-
nated measurements and the probability of false alarms could be constant 5. Then,
we have the following likelihood for a single measurement yy:

) M=0

NydhGwvio, RO, =1 &9

P(Ykl Ak, Xk) = P(YklAk, Xk) = {
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Since the measurement likelihood depends only on the current associations, we
can calculate the posterior distribution of states as follows:

P(Xk| Ak, Y1k) X P(Yks AklXk) POk Ak—1, Y1k—1)- (6.6)

The joint probability of states and latent variables is then

P(Xk, Axly1k) = PXk| Ak, Y1x) P(AklY1k)-- (6.7)

The unknown terms p(Xk|Ak_1, Y1x—1) in (6.6) and p(Ax|yrk) in (6.7) can be
calculated using the Multiple Hypothesis Tracking (MHT) recursions (Reid, 1979;
Bar-Shalom and Li, 1995; Blackman and Popoli, 1999; Stone et al., 1999) which
are presented as Algorithm 13.

Generic Multiple Hypothesis Tracking Recursions:

P(XklY1k—1, Ak—1) = / P(Xk|Xk—1) P(Xk—1|Y1:k—1, Ak—1) OXk_1 (6.8)

P(Akly1k) p(Ak1|lekl)/ P(Yk» AkIXk) P(XklY1k-1, Ak—1) AXk
(6.9)

Algorithm 13: Multiple Hypothesis Tracking

On every step of MHT, we have to calculate p(Ax|y1.k) for each possible his-
tory of latent variables. This number of histories grows exponentially by number
of steps and makes direct application of MHT computationally infeasible. In the-
ory, MHT recursion always produces optimal estimators with respect to model
hypotheses.

6.2 Probabilistic Data Association

Probabilistic data association (PDA) filter (Bar-Shalom and Li, 1995; Blackman
and Popoli, 1999) has the following assumptions:

e There is only one target of interest having linear dynamical and measure-

ment models
Xk = Axc1Xke1+Wi—1, Wk—1 ~ N(O, Qg_1)
Y = HiXk+ Vi, Vi ~ N(0,Ry).

e The track has been initialized.

46




CHAPTER 6. APPROACHES TO TRACKING MULTIPLE TARGETSIN
CLUTTER

e The past information about the target is summarized approximately by Gaus-
sian distribution

P(XklY1k-1) = N(XkIm, P,). (6.10)

e At each time, a validation gate Vy is set up and only measurement inside
this region are accepted. Validated measurements are those measurements
lying inside the validation area. This validation gate is defined as

Ve={y : [y =9 1I"Sc 'y — 91 < v}
=1{y : V¢S v < v}, (6.11)

with suitable threshold value y (see Bar-Shalom and Li, 1995, for details).

e Among the possibly several validated measurements only one is target orig-
inated — if the target was detected and the corresponding measurement fell
into the validation region.

e The remaining measurements are assumed to be due to false alarm or clutter
and are modeled as 11D (Independent Identically Distributed) with uniform
spatial distribution.

e The target detections occur independently over time with known probability
Pp.

PDA consists of the steps described as Algorithm 14. Association probabilities
Bk.i needed in the algorithm are given for parametric PDA with Poisson clutter
model as follows:

— S, i=1,....m
By =] Do . “ (6.22)
b+Zj=k1ej, 7
where
e = e~ 2kiS Wi (6.23)
27‘[ _ 1-— PD PG
b= (== )V tm— "=, 6.24
( y ) k ny PD ( )

and V, is the volume of gate, n is the dimension of measurements y, Pg is prob-
ability of gate, c,, is the volume of ny dimensional unit hypersphere and my is the
number of measurements at time step k. Poisson model for clutter assumes that
number of false measurements in validation region is

v V)T

. (6.25)

Pra(M) =€
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Initialization: Set mean and covariance to values mg, Pg such that the
prior state distribution is xg ~ N (mg, Po).

Prediction:

The prediction step is the same as with standard Kalman Filter:

my = Ax_1Mk—1
P = Qo1+ Acc1Pro1AL (6.12)
Gating: Select set of validated measurements
Ye=1{yWh  i=1..m (6.13)

for time step tx by accepting only those measurements that lie inside the
gate (6.11). Predicted mean ¥, and covariance for the “true” measurement
are given as

Vi = Hmy (6.14)
Sk = HkP, Hi + R (6.15)
Update:
The mean and covariance updates are defined as follows:
mg=m, + KkVk (6.16)
P« = BroPy + (1 — Bro)PE + P (6.17)

where the Kalman Gain Ky, combined innovation vy, the covariance of the
correct measurement Py and spread of the innovations term Py are given
as:

Kg =P HE S, * (6.18)
M
Vg = Z ,Bk,in,i (619)
i=1
PE = P|: — Ky SkKk (6.20)
M
ﬁ’k = Ky |:Z ﬂk,in’iV-er — Vk,iVI’i:| KI (6.21)
i=1

Association probabilities can be calculated from (6.22).

Algorithm 14: Probabilistic Data Association
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where A is the spatial density of false alarms. Alternative model is the diffuse
prior model which is also called as nonparametric PDA

Pra(m) o 1, (6.26)

which has the same equations as the Poisson model except AV in (6.24) is re-

placed with my
2 ,1—PpPg
b=(=)metm—=. 6.27
( 14 ) <y Po (6.27)

6.3 Bootstrap Filter for Clutter

By augmenting the state with the same latent variable that was used in Section
6.1, a very simple Bootstrap filter can be derived. Predictive distribution for joint
distribution of state and latent variable history is

P(Xk, AklY1k—1) = P(AkIXk) P(Xk» Ak—1]Y1k-1)
= p()»kIXk)/ P(Xk|Xk—1) PXk—1, Ak—1]Y1k—1) OXk_1, (6.28)

with the assumption, that associations represented by the latent variables are in-
dependent on each step.
The likelihood could be (for example) given as

P(YkIXk, Ak) = P(YkIXk, k) = { ﬁloiyklh(xk, V). Ro) it _ Cl) (6.29)
We could use some better model for false alarms, but it can be easily included
afterwards. The likelihood is not really restricted to Gaussian but it is used here
for simplicity. So, the bootstrap filter would be as described in Algorithm 15.
Note that the algorithm directly uses dynamic model as its importance distribu-
tion, which makes it Bootstrap filter.
All the enhancing methods described in Chapter 5 can used here, but this
simple Bootstrap version is presented here as an example how this can be done.

6.4 Multiple Hypothesis Tracking with Multiple Tar gets

Multiple target tracking is an extension to single target tracking in clutter and for
this reason the algorithms are very similar. Multiple Hypothesis Tracking (MHT),
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Initialization: Sample N samples from prior distributions
i i
Xo~ ™~ P(Xo) ro' ~ P(Ro) (6.30)
Prediction: Sample N new samples from
X ~ POIXy ) (6.31)
and corresponding latent variables from
)~ pOwIx) (6.32)
Update: Evaluate importance weights
wd ocwl peyxd, 1) (6.33)

and normalize them.

Resampling: Use the resampling scheme as in Algorithm 11.
Setk < k + 1 and go to step 2.

Algorithm 15: Bootstrap Filter for Clutter

which was described in Section 6.1, can be extended to multiple targets by defin-
ing the latent variable Ay as follows:

A = 0: {measurement originated from false alarm}
A = 1: {measurement originated from target 1}
A = 2 : {measurement originated from target 2}

A =T : {measurement originated from target T }. (6.34)

With this definition the MHT recursions in Equations (6.8) and (6.9) can be used
as such, but the complexity will be even more enormous. However, this kind of
latent variable formulation can be used as starting point for developing more prac-
tical algorithms. The formulation doesn’t take split measurements (one measure-
ment that originated from multiple targets) into account, but it can be extended to
that also. We may also obtain several measurements from each sensor during a
measurement scan.

Bar-Shalom and Li (1995) note that since MHT approach is measurement
oriented (opposite to target oriented), track initialization can be combined into the
algorithm. With suitable definitions of latent variable states (e.g., new target state)
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it is possible to develop algorithms for tracking unknown number of targets. See
the citation for details.

6.5 Joint Probabilistic Data Association Filter

Joint Probabilistic Data Association (JPDA) filter (see e.g., Bar-Shalom and Li,
1995; Blackman and Popoli, 1999, for more complete presentation) is an exten-
sion of Probabilistic Data Association (PDA) filter for multiple targets. The as-
sumptions are the following:

e There is a known number of targets in clutter.
e The track of each target has been initialized

e Measurements from one target can fall in the validation region of a neigh-
boring target — this can happen over several sampling times and acts as a
persistent inference.

e A target can give a rise to at most one measurement.

e The detection of target occurs independently over time and from other tar-
gets according to a known probability.

e A measurement could have originated from at most one target.

e The past is summarized by an approximate sufficient statistic — state esti-
mates (approximate conditional mean) and covariances for each target.

e The states are assumed Gaussian distributed with the above means and co-
variances.

e Each target has linear Gaussian dynamic and measurement models as in
(6.10). The models for various targets don’t have to be the same.

Validation matrix is defined as
Q=lw:l, Jj=1....,m, t=0,1,...,N, (6.35)

with binary elements that indicate if measurement j lies in the validation region
of target t. The index t = 0 stands for “none of the targets”.
A joint association event 6 is represented by the event matrix

Q = [d)1(0)], (6.36)
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consisting of the units in € corresponding to the associations in 9:

N 1 if Qj,t €b
@it = { 0 otherwise. (637)

Target detection indicator is defined as
m
51(0) =Y @1(0) (6.38)
j=1
and measurement association indicator is defined as
Nt
7 (0) = Y @1(0) (6.39)
t=1
The number of false measurements with these definitions is

$0) = (1-1)). (6.40)
j=1

The Algorithm of JPDA is shown in Algorithm 16. The state estimation equa-
tions for JPDA are the same as for PDA except that association probabilities Sy
are evaluated in different manner. Probabilities are given as

Br.jt = PO.t1Yk)
= p@IYdL(6). (6.50)
0

e Decoupled parametric JPDA with Poisson clutter model can be written as

t

p@IYi) o [T{A e} [T (Po)™ (1= Po)™.  (6.5)
j
where
fy Vi) = NV j Vi Sk)- (6.52)

e Decoupled nonparametric JPDA can be written as

@Y o g TV v} [T (Po)™ (1= Puo)™.  (6.53)
j

t

with the same definition of f.
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Initialization: Set mean and covariance for each target t to values
Mo.t, Pot such that the prior state distribution is Xt ~ N (Mg, Po ).

Prediction:
The prediction step is the same as with standard Kalman Filter for each
target t separately:

My, = A1 eMy_1t
Pt = Qr-1t + A 1Pren AL (6.41)

Gating: Select set of validated measurements for each target Yy; =
{Yerh i =1,...,my, for time step t, by accepting only those mea-
surements that lie inside the gate (similar to with (6.11), but for each target
separately). Predicted mean Y, and covariance for the “true” measure-

ments are given as
Vit = Hieemy (6.42)
Skt = HitPHyt + Ruct (6.43)
Update: The mean and covariance updates are defined as follows:

Myt = m;’t + KyVk (6.44)
Pit = BoPi + (1 — Bio)PE ¢ + P (6.45)
where the Kalman Gain Ky ¢, combined innovation vy, the covariance of

the correct measurement Py, and spread of the innovations term I5k,t are
given as:

Kkt = PEHLS[} (6.46)
M.t

Vit = Z,Bk,i,tvk,i,t (6.47)
i=1

Pﬁ,t =P — Kt Skt Kk t (6.48)

Mkt
D T T T
Pt = Kk |:Z Br.itViitViit — Vk,i,th,i,ti| Kyt (6.49)
i—1

Association probabilities can be calculated from (6.50).

Algorithm 16: Joint Probabilistic Data Association
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e JPDA coupled (JPDAC) filter has the joint association event probability
given as

! .
D(OIYx) o %kaA(¢)V¢ oty Vs § 15 = 1)
 [T(Peo)" (1= Pio)™.
t

where ftjl,tjz,,,, is the joint PDF of the measurements of the targets under
consideration. Clutter model pga can be one of (6.26) and (6.25).

(6.54)

The state consists of stacked states and the joint covariance matrix contain-
ing all the targets together with joint effects is used. See (Bar-Shalom and
Li, 1995) for details.

¢ JPDA with merged measurements (JPDAM) is an extension of JPDA, which
uses probabilistic model for the merged measurements from two targets.
Detailed analysis and formulas are given in (Bar-Shalom and Li, 1995).

6.6 Bootstrap Filter for Multiple Target Tracking

Due to latent variable formulation used in particle filtering for cluttered case, we
can easily extend it to multiple target case. Assume for simplicity that we know
the number of targets, say N. Now the state vector consists of states of all the
N targets:

Xk,1

Xk,2

Xk (655)

Xk, N
The likelihood measurement n for each target j could be, for example, given as

/00’ )\k = O

Xk i, Ax) = Xk i, Ak) = .

p(yk,n| K, j k) p(Yk,n| K, ] k) { N(Yj,nk|hi(xk,j),Rk,j) )Mk: j.
(6.56)

Each measurement likelihood depends only on the associated components in Xxy.

In case of multiple measurements, the association indicator contains separate
components for each measurement. The prior probability (or likelihood in MHT)
of associations may now depend on number of false alarms this indicator defines.
This number of false alarms can be for example formulated as Poisson of Diffuse
models as in case of PDA and JPDA.

Karlsson and Gustafsson (2001) propose a Particle Filter called SIR/MCJPDA
for this multiple target tracking problem with known number of targets. They
also propose using a particle filter controller, which it is not described here. The

54



CHAPTER 6. APPROACHES TO TRACKING MULTIPLE TARGETSIN
CLUTTER

SIR/MCJPDA method is described as the Algorithm 17. This algorithm is, in
fact, the same as defined in Algorithm 15, but extended to contain multiple targets
instead of only one.

Initialization: Sample N samples from prior distributions for each target
j

X3 ~ p(Xo,j) (6.57)

Prediction: Sample N new samples from

X~ polxy) (6.58)

and corresponding latent variables from

W~ pOwix) (6.59)
Update: Evaluate importance weights
wl ocw  pyxd, A (6.60)

and normalize them.
Resampling: Use the resampling scheme as in Algorithm 11.
Setk < k + 1 and go to step 2.

Algorithm 17: Bootstrap Filter for Multiple Targets

Hue et al. (2000) suggest that the measurement association probabilities could
be also treated as random variables and propose an algorithm based on Gibbs
sampling (see Section 2.4) of these probabilities.
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Angular Tracking

7.1 Roleof Angular Tracking

In multiple sensor tracking systems it is often most natural to use Cartesian co-
ordinates and their derivatives as the state variables. This is the most general
coordinate system, which is common to all sensors and targets together. Typi-
cally, even if we did the tracking in some other coordinate system we would have
to convert result to Cartesian coordinates in some point anyway. Using, for exam-
ple, polar coordinates centered on one of the sensors would lead to unnecessary
transformations of coordinates. This is a problem when dealing with probability
distributions and their sufficient statistics representations.

Cartesian and polar coordinates themselves are equivalent in sense that we
can always transform a polar coordinate point into equivalent Cartesian coordi-
nate point and vice versa using the formulas given in Section 7.3. However, it
is much harder to convert probability distributions between the coordinate sys-
tems. In tracking algorithms, probability distributions are used for representing
uncertainty and this becomes an issue. We have to use either polar coordinate
system or Cartesian coordinate system but we shouldn’t mix them to avoid those
transformations.

In tracking, linearity is good thing and non-linearity is bad, because linear sys-
tems can be solved exactly (and efficiently) using simple formulas, but non-linear
systems (in general) cannot. Thus, non-linear systems are order of magnitude
harder. This is why we should avoid non-linearities whenever possible. This
hardness of handling non-linearities comes from the fact that linear transforma-
tions of Gaussian distributions remain Gaussian, but in non-linear transformations
we lose the Gaussianity.

If we are using linear motion models and angular sensors, using Cartesian
representation leads to following kind of model:

e Dynamic model is linear, because approximate Newtonian dynamics are
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stochastic linear differential equations in Cartesian coordinates.

e Measurement model is non-linear, because angle is related to Cartesian
coordinate through tan=1(-).

In initialization, we will have a situation that we are actually doing single sensor
tracking with one angular sensor. This is likely to be very hard, because poste-
rior distribution in Cartesian coordinates is almost infinite or at least very long
in one direction. The problem is that if we tried to represent it as Gaussian dis-
tribution we would have correlated Gaussian distribution having one very long
non-independent direction. In this case it could be better to represent the state
temporarily in polar coordinate system. This has the benefit that the long direction
becomes independent direction (range) and the other component (angle) won’t be
disturbed by that direction.

Another advantage of using polar coordinates is that posterior distribution
given measurements from only one sensor has shape of a sector in Cartesian co-
ordinates. In polar coordinates this posterior distribution is Gaussian if we ignore
the nonlinearity caused by dynamic model. Thus, in initialization stage, when
dynamic model has very small effect on tracking, state distribution can be more
accurately represented in polar coordinates.

If we are using linear motion models and one angular sensor, using Polar
coordinate representation centered to the sensor leads to following kind of model:

e Dynamic model is non-linear, because approximate Newtonian dynamics
are stochastic non-linear differential equations when transformed to polar
coordinate system.

e Measurement model is linear, because angle is part of our state representa-
tion.

In initialization stage it could be more useful to be able to handle measurements
exactly and use approximate model for dynamics, because the dynamics won’t be
anyhow useful before we have obtained enough measurements. Also, we could
use simplified dynamic models in initialization stage in order to reduce number of
parameters to be estimated in the beginning.

7.2 Transformations of Coordinate Systems

Assume that we are modeling dynamics of an object with generic Ordinary Dif-
ferential Equation in form
x = f(x, t) (7.1)

where state x € R" may contain, for example, position of the target together with
finite number of its derivatives.
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Suppose that we want represent this dynamic model in different coordinate
system defined by coordinates ®

b = (@, 1), (7.2)

and the transformation from coordinates @ to x and its inverse are given as

X =u(d) (7.3)
® = ut(x). (7.4)
The derivation begins by differentiating the inverse transformation with respect to
time: L
. fUT(X)
o= < oxT )x. (7.5)
Since u is invertible, we have
utu(@d) = (7.6)
u(d) [ou~t(x)
( DT )( axT )" (7.7)
du~1(x) du(®)\
= 7.
(55)=(For) - o)

where x = u~(®). Using the result above and the original model, we get

. (U
q)_( axT )X

u(d)\ !
_ 7.9
(W) fx, 1 (79)
u(d)\ *
_( =t ) f(u(d), t).
So, the model can be written in form
b =f(@,1), (7.10)
when function f is defined as
u(d)\ *
f(o,t) = ( o ) f(u(®), t). (7.12)
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7.3 Transformation to Polar Coordinates

Suppose that we want to use polar coordinate representation of the object posi-
tion. And we want represent the dynamics in terms of polar coordinates (r, #) and
their derivatives. Polar coordinate system in formed with respect to some origin
(Xo, Yo), and the transformation from polar to Cartesian is

X =rcos(@) + Xo (7.12)

y = rsin(@) + Yo. (7.13)
Note that we are using mathematical convention of polar coordinates, where zero
angle is to the east from origin and the positive direction is counterclockwise
around the origin.

The transformation for derivatives can be obtained by differentiating Equa-
tions (7.12) and (7.13) with respect to time

X = F cos(9) — rsin(9)é (7.14)
y = rcos(6)f + F sin(6) (7.15)

The coordinate transformation x = u(®) is given as

X r cos(9) + Xo
y | _ rsin(@) + yo
x | | fcos®) —rsin@o |- (7.16)
y r cos(9)6 + r sin(d)
The Jacobian matrix of the transformation is given as
cos(9)  —rsin(®) 0 0
u(d) sin(@) r cos(9) 0 0 (7.17)
apT —t sin(@) —rsin(®) —6rcos(f) cos(f) —r sin(9) '
gcos(@®) rcos(@) —Orsin@)  sin(@)r cos(9)
The inverse of this matrix is
cos(6) sin(9) 0 0
u(d)\ * — Sn®) cos(6) 0 0
— .0 . r
( Yol ) - —0sin(9) 0 cos(9) cos(9) sin(0)
rsin@)—6rcos®) _ frsin@+icos®) _ sin@)  cos(d)
r2 r2 r r
(7.18)
The transformation from Cartesian to polar coordinates is
r=v(X—x0)2+ (y — Y0)? (7.19)
6 = arctan <y — yO) . (7.20)
X —Yo
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By differentiating these we get
_ YUY~ Y0) + X (X~ X0)
VX = X0)2+ (Y — Yo)?
- y(X — Xo) — X(Y — Yo)
= 5 .
(Y — Yo)
So, the polar initial conditions (r(0), 6(0), f(0), 6(0)) can be calculated from

Cartesian initial conditions (x(0), y(0), x(0), y(0)) using the Equations (7.19),
(7.20), (7.21) and (7.22).

P (7.21)

(7.22)

7.4 Known Angular Velocity M odel in Polar Coordinates

Consider 2-dimensional model for constant speed with known angular velocity
X = —ay (7.23)
y = ax. (7.24)

If state x is defined to contain 2 dimensional Cartesian position and velocity of
the object

X
N
x=1 3 (7.25)
y
the model is actually LTI model with feedback matrix
001 O
0 00 1
F= 000 -a (7.26)
0 0a O
Now we get
. du(®)\
f(d,t) = Fu(®
(@, 1) (3¢T> (®)
r
. 7.27
— . 0 . ( )
— | 6% —éra
ra—2rg
r
The resulting model is given as
F=6% —dra (7.28)
. Fa—2rf
0= ———. (7.29)

r
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7.5 Nearly Constant Velocity Model in Polar Coordinates

The model in previous section was deterministic differential equation, but dy-
namic models are more frequently expressed as stochastic differential equations
in form

X = Fx + Lw(t), (7.30)

where w is a Gaussian white noise process:

Ewt)] =0 (7.31)
Efw®w(t + 7)1 = Qcd(). (7.32)

In polar coordinates, this model can be expressed as
b = (@, 1), (7.33)

where

-1 -1
f(@,t):(agjg)) Fu(cl>)+(a:§)) Lw(t). (7.34)

As on example, consider nearly constant velocity model, which can be obtained
from Equations (7.23) and (7.24) by setting angular velocity to zero a = 0, and
using a Wiener noise model for velocities:

X = wi(t), w1(t) ~ N0, q)

¥ = wa(y), wa(t) ~ N(0, q), (7.39)

which is model in form of Equation (7.30) with

X 0 010
|y | 0001
x=1 3 F= 000 0 (7.36)
y 0 00O
and
00
|00 (9 0
L = 10 Qc = ( 0 g ) (7.37)
0 1

In polar coordinates, the nearly constant velocity model in Equation (7.35) is given
as

= 62r + sin(@)wa(t) 4 cos(@) w1 (t)

_i@’ N cos(6) sin(9)

0 = . wo(t) —

wi(t), (7.38)
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with
Elwt)] =0

7.39
Elw®w(t +7)7] = Q8 (7). (7.39)
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Chapter 8

Negative | nformation Modeling

8.1 Overview of Negative Information M odeling

In a target tracking system physical sensors report measurements only when they
receive some kind of signal, which can be further processed into a measurement.
In the single-sensor case all we can do is to use these signal-induced measure-
ments. However, when there are multiple sensors measuring from the same origin
(e.g., the radar of a target), and some sensors can detect this signal and some can-
not, our information is increased by knowing the fact that some sensors could not
detect the target. (We need initially multiple sensors since if no sensor detects the
target, we do not know that there is a target.) This is called negative information,
and from it we know that target must be in such a place or orientation that this sen-
sor cannot see it. The inability to observe the target can, for example, be caused
by the target being outside the sensor’s surveillance area in the state space or its
radar pointing into the wrong direction. More generally, the target’s position in
the state space (position, direction, derivatives, etc.) is such that the sensor cannot
see it.

The physical sensors observing the target do not generate the negative infor-
mation, since they cannot guess what they should see. They don’t know anything
about the targets, nor which target their measurement originated from. But after
the normal or positive information measurement processing and data association
has been performed, it is possible to detect which sensors could have reported
measurements, and did not. If such sensors exist, we can generate artificial nega-
tive information measurements which indicate that the target is likely to be outside
the surveillance areas of these sensors.

The negative information model consist of two parts:

1. Detecting the negative information and generating the negative information
measurements.
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2. Updating the system state estimate using the information in negative infor-
mation measurements.

8.2 Detecting the Negative I nfor mation

Here we shall present a conceptual example of how we could, in principle, detect
negative information. However, the reader should understand that the whole prob-
lem is very complex. In order to detect negative information, we would have to be
able to fully model the detection generation procedure connected to specific sen-
sors and targets. There simply is no generic way of doing this. However, sensor
experts (sensor engineers) may have such practical knowledge that they could help
in creating these detection generation and negative information detection models.

On a general level there are two kinds of sensor-measurement pairs. The
first is perhaps the more typical one, in which the measurement is generated by
a sensor and the measurement is dependent only on the location and speed of the
target. Examples of this are radar sensors, human observers and such. The target
cannot prevent the measurement, and thus we gain a lot from information from the
absence of measurements - if a sensor cannot see a target that is known to exist,
we know that the target is probably occluded to the sensor.

In the second type the measurement is obtained by interpreting something that
the target does. For example, underwater or radio listening stations can pick up
sonar and radio pulses. With this kind of measurements it is far more difficult to
obtain useful negative information. If a sensor does not receive measurements, it
might simply be because the target is silent, or then the target might be occluded to
the sensor, as before. Thus, in this case we gain less information from the absence
of measurements - only if we somehow know that the target is transmitting and
should be detected, can we deduce that it is occluded to a sensor which does not
report measurements.

The following scenario illustrates how negative information could generally
be detected. Consider Figure 8.1, where there are two sensors getting measure-
ments from a moving target. The sensors have finite surveillance areas. Initially,
the target is inside the surveillance areas of both sensors and we get measurements
from both of them. After a while the target leaves the surveillance area of Sensor
2 and only Sensor 1 continues to report measurements.

The signal detection streams as function of time are shown in Figure 8.2. From
the figure we can see that we get detections from both the sensors on quite regular
intervals. These detections don’t come from both the sensors at the same time,
but there is clearly a stream of detections coming from both sensors. Suddenly,
approximately at time t = 6, Sensor 2 stops reporting measurements. Looking
at Figure 8.1 we can see the reason - this is the time when the target exits the
surveillance area of Sensor 2.

64



CHAPTER 8. NEGATIVE INFORMATION MODELING

N TR
<

Figure 8.1: In the beginning the target is inside the surveillance area of both sensors 1
and 2. When it leaves the surveillance area of sensor 2, only Sensor 1 continues to report
measurements.

It is possible to detect the time instance when Sensor 2 loses the target from
the detections in Figure 8.2 by building a suitable stochastic model for the sen-
sor detection time series. Because we have detected that there clearly is a target
(because Sensor 1 sees it) and still Sensor 2 cannot see it, we can generate arti-
ficial negative information measurements for Sensor 2. These measurements are
target-sensor pairs, which indicate that this sensor cannot see this target. Another
possible reason would be that the signal has really ended (e.qg., the target has been
destroyed), but this reason has been eliminated by the fact the other sensor still
sees the target.

This same idea can be easily generalized to multiple sensors. If at least one
sensor receives a signal, we know that there is a signal. If some other sensor does
not receive the signal, we can possibly use this as negative information. Of course,
if the sensor is of the kind where the target’s actions influence the measurement,
one has to be careful - there might be several reasons for this loss of signal. For
example, the sensor can be turned off or there might be an unexpected (unmod-
eled) phenomenon which blocks the signal inside the sensor’s surveillance area.
It might even be possible to disturb the negative information estimation algorithm
by selectively blocking the signal from some sensors, which could lead to wrong
position estimates of targets. However, by carefully designing the system this can
probably be avoided.

The generalization to multiple targets is also possible. In order to generate
the negative information measurements we must know the data associations of
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Signal Detections in Sensor 1
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Figure 8.2: Signal detections in sensors 1 and 2, when the target is moving as in Figure
8.1. When the target exists the surveillance area of Sensor 2, the regular detection stream
suddenly ends.

“positive” measurements. After that we can check which of the sensors have
produced measurements from specific targets and which haven’t. This association
knowledge requirement means that negative information measurements depend
on association hypotheses - we have different negative information measurements
for different associations. If we use the Monte Carlo method for data association,
we should estimate the sensor-target time series for each association hypothesis
separately.

8.3 Using the Negative I nformation M easurements

In practice negative information can be utilized by generating negative informa-
tion measurements. A negative information measurement means that at a given
point of time, we know that a sensor should have reported a measurement, and
did not. That is, negative information is triggered, as described in Section 8.2. As
will be shown in the following, the possibility of negative information also affects
the likelihood of positive measurements (Stone et al., 1999).

Let S C M" be the state space of the target. We define our measurement space
as M = M U {¢}, where M C %™ is the space of positive measurements and
¢ denotes the event “no measurement”. The sensor model defines a probability
p(y|x) for all target states x € S, where y € M. Thus the distribution over the
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whole M is
(1= p@X)PyIx), y#¢ (8.1)
p(H1X). y=¢. |

Instead of the probability of no detection p(¢|x) we can define the probability of
detection, pg(x) = 1 — p(¢|x), in which case Equation 8.1 becomes

pCyIx) = {

Pa(X)PYIX), Yy #o
1— pqg(x), y=¢. ®2)

One can see that negative information affects also the likelihood function of pos-
itive measurements - if a measurement is received, we know that the target is not
located outside the area visible to the sensor. (However, it should be noted that this
effect is relatively minor compared to how negative information affects the poste-
rior when the target is not seen.) For multiple sensors with independent detections
the joint likelihood function is

pPylx) = {

Ng . ) ) Nn .
Loo =[]eg"00p" @0 [ = pg’ 00, (8.3)
i=1

j=1

where y® is the ith measurement, p the measurement model of the ith sensor,
Ng the number of sensors that detect the target and N, the number of sensor that
miss the detection.

The negative information likelihood function p(¢|x) can be defined in many
ways. The simplest possibility is to have the negative information likelihood be
uniform in the occluded area and zero in the observed area whenever the sensor
does not receive measurements. That is, the state distributions are truncated ac-
cording to the sensor’s surveillance area. The negative information likelihood can

thus be written as ;
0 if,xe A
mmm={1 it x ¢ A, 8.4)

where A is the part of the state space observed by the sensor. A simple 1D negative
information scenario illustrates this kind of likelihood in Figures 8.3, 8.4, and 8.5.
The tracking is done by a regular bootstrap filter (Algorithm 11) using a simple
X = 0 dynamic model.

The likelihood function presented above assumes that the probability of de-
tection is 1. A more realistic likelihood is not zero in the observed area, but rather
nonzero at some uniform level, reflecting the possibility of the sensor missing the
target. Naturally, this level should be lower in the areas visible to the sensor than
the occluded areas. For example, if the probability of no detection is 0.1 and no
measurements are reported, with uniform distributions the (unnormalized) likeli-
hood should be 0.1 inside the visible area and 0.9 outside the visible area. If a
measurement is received, the situation is reversed - the positive likelihoods of the
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Negative information scenario
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Figure 8.3: Negative information modeling scenario. The light measurements in the
middle (between the dashed lines) are assumed to be missing, because sensor is unable to
measure the phenomenon when signal is in area [—0.2, 0.2].

particles inside the observed area are multiplied by 0.9, while those outside the
area receive the weight 0.1. This kind of likelihood is illustrated in Figure 8.6.
The figure shows the likelihood field when no sensor receives measurements.

In reality the observed areas are not clearly defined circles with uniform proba-
bilities of detection. Common sense dictates that most sensors detect targets better
when they are close to the sensor. Thus a better approximation of reality could, for
example, be a radial Gaussian detection function, that is, target detection would
fail with an increasing probability as distance from the sensor grows. However, at
this stage of development the uniform distributions are probably accurate enough.

We can directly implement a particle filter once the negative information like-
lihood function has been decided upon. The basic filter algorithm is unchanged,
with prediction step is carried out as usual. After this the weights are updated ac-
cording to the modified negative information likelihood function and resampling
is performed. Implementing a Kalman filter with negative information is a little
more complicated, as the likelihood distribution is not Gaussian or even a mixture
of Gaussians - also the positive information likelihood is affected, as explained
before. As the shapes of the areas occluded to sensors are usually quite compli-
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Negative measurements missing 2/2
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Figure 8.4: Tracking result of particle filter, when the lost measurements are modeled
as missing. That is, if no measurement arrive, we simply predict the new state and per-
form no measurement update. The distribution of the location quickly widens as only the
prediction model can be used. Note how the mean of the distribution moves in a linear
fashion.

cated, in most cases it is probably impossible to perform the measurement update
in closed form even when the negative information likelihood is of the simple,
uniform type. One way to solve this problem could be to transform the Kalman
filter into a particle filter for the measurement update, that is, sample a set from
the Kalman predictive distribution, update the sample weights as before with the
particle filter, and return to the Kalman filter by computing the posterior weighted
mean and covariance of the samples.

The main advantage of using negative information is that the distribution of
states is physically feasible and more realistic when the target is not visible. An
example of this is the tracking of a single person : if we see a person go into a room
and not come out, after five minutes we can be sure that the person is still in the
room if all exits have been observed. However, the precise location of the person
inside the room is very vague - in practice the distribution of the person’s location
is very close to uniform. If the occluded areas are small in volume and regular
in shape, then negative information can be used to aid the tracking process, if the
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Negative measurements modeled 2/2
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Figure 8.5: Tracking result of particle filter, when the lost measurements are modeled as
being in area [—0.2, 0.2]. Now the distribution stays inside the boundaries and does not
explode.

tracked person enters a narrow corridor at a constant speed, it is highly probable
that the person will exit the corridor at the other end.
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Figure 8.6: Sample 2D negative information likelihood field, when no sensor receives
measurements and the probability of a sensor missing a target is 0.1. Each sensor ob-
serves a circular area around it, i.e. in the image the sensors are located in the centers
of the dark circles. Note how the lowest likelihood occurs at areas which two sensors can
see.
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Chapter 9

Summary

In this document we have reviewed the most commonly used probabilistic meth-
ods in multiple target tracking. The document could be summarized as follows:

Monte Carlo methods are useful tools for estimation and representation
of posterior distributions in Bayesian inference. Because the probabilistic
filtering problem belongs to class of Bayesian models, Monte Carlo meth-
ods can be applied to the filtering problem also. The sequential nature of
the model complicates the problem, but sequential Monte Carlo or particle
filtering methods have been developed for efficient estimation in dynamic
models.

Kalman filtering methods such as linear Kalman filter, extended Kalman
filter and unscented Kalman filter are (or can be interpreted as) Bayesian
estimators that sequentially form Gaussian approximations of the state pos-
terior distribution. The methods can be directly used as sub-estimators in
multiple target tracking algorithms.

Dynamics of targets are most naturally modeled as linear or non-linear
stochastic differential equations. This is the most general way of solving the
problem of asynchronous sensors that produce measurements on irregular
intervals.

Multiple target tracking can be formulated as probabilistic filtering model,
where data association ambiguity is modeled using a latent variable, which
labels the measurement origin. The problem of multiple target tracking re-
duces to problem of developing methods for representing the joint posterior
distribution of states and latent variables as accurately as possible.

PDA and JPDA are multiple target tracking algorithms that represent the
state posterior as set of Gaussian distributions, such that each Gaussian dis-
tribution represents one target.
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e MHT is a multiple target tracking algorithm that forms hypotheses of dif-
ferent data associations and calculates relative probabilities of them. Based
on these calculated probabilities it forms a set of most probable data asso-
ciation histories, which is propagated in time and updated using the sensor
measurements.

e Sequential Monte Carlo methods can be directly applied to estimation of
the probabilistic filtering model that represents the multiple target tracking
problem. These methods can be also used for handling the negative infor-
mation, where PDA, JPDA and MHT cannot be directly used. However, the
pure bootstrap filter is unlikely to be efficient as such, and good importance
distributions and possibility of Rao-Blackwellization should be evaluated.
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Appendix A

Derivations

A.1 Derivation of Kalman Filter

Assume a model

Xk = Ak_1Xk—1 + Bk_1Uk_1 + Qx_1 (A1)
Yk = Hixk + i, (A2)
where
Ok—1 ~ N(0, Qx_1) (A.3)
Mg ~ N (0, Rk). (A4)

Matrices Ax_1, Bxk_1, Hk, Qx_1, Rk and input vector uy_, are assumed known
for all k > 0. The initial configuration defined by parameters mg and Pg is also
assumed to be known.

Equations (A.1) — (A.4) can be written in alternative notation as

P(Xk | Xk—1) = N (Xk | Ak—1Xk—1 + Bk—1Uk—1, Qk-1) (A.5)
P(Yk | X)) = N (¥k | Hix, Ri). (A.6)

The prior distribution is then
P(Xo) = N(Xo | Mo, Po). (A7)

Kalman Filter equations can be derived by induction. First assume that prior dis-
tribution is exactly Gaussian as given in Equation (A.7). Then assume that after
k — 1 steps we have Gaussian state distribution given as

P(Xk—1 | Yik—1) = N (Xk—1 | Mk—1, Pk—1). (A.8)
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The predictive state distribution (distribution before just before measurement) for
stepk is

P(Xk | Yik-1) = / P(Xk | Xk=1) PXk—1 | Y1:k—1) AXk—1
= / N (Xk | Ak—1Xk—1 + Br_1Uk—1, Qx-1)
X N (Xk—1 | Mg—1, Pk—1) dXk1. (A.9)

The integral (A.9) can be calculated in closed form and since this integral simply
integrates over one parameter or Gaussian distribution, the result is Gaussian also.
Quite intuitive way to derive the parameters of this Gaussian is the following:

1. Assume that we have state distribution

Xk—1 ~ N(my_1, Px_1). (A.10)

2. The distribution of x§ = Ax_1Xk_1 follows from elementary rules for ex-
pected values and covariances

Exg] = E[Ak—1Xk-1] = Ax_1E[Xk-1] (Al11)

Cov[x;] = Cov[Ax_1Xk_1] = Ax_1Cov[Xk_1]A] ;. (A.12)

3. We still have the deterministic input and process noise term. Since the input
is deterministic, it doesn’t affect covariance at all, only the mean. Process

noise in turn has mean zero and thus doesn’t affect mean at all. Thus, we
have:

E[x] = E[Xg] + Bk—1Uk—1 = Ax_1E[Xk—1] + Bk—1tk-1  (A.13)
Cov[xk] = Cov[X;] + Qk, = Ak 1Cov[X 1]AL ; + Q1. (A.14)

Now, using the notation my_1 = E[Xx_1] and Px_; = Cov[Xx_1] we have

P(Xk | Yik-1) = N(Xx | m,, P), (A.15)

where
my = Akc1Mi—1 + Br1Uk_1 (A.16)
Py = A_1Pe 1Al + Qut. (A.17)

Equations (A.16) and (A.17) are in fact the first two Kalman Filter equations.
They are also known as the prediction step of Kalman Filter for obvious reasons.
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This minus - is there to indicate that we didn’t take measurement yy into account
yet.

The posterior distribution given the predictive distribution above can be cal-
culated as

P(Xk | Y1) o< P(Yk | X ) PXk | Y1:k—1) (A.18)
o N (Yk | Hixi, RN (% | My, P). (A.19)

We know that distribution p(xk | y1.x) must be Gaussian
PXk | Yk) = N Xk | Mk, Py), (A.20)

since the product of two Gaussian distribution is always Gaussian. Since the mean
of Gaussian distribution is the same as maximum of the distribution, the mean is
actually

E[xx] = arg max N (yk | HiXe, RN (X [ my, P). (A.21)

This maximum is the same as minimum of negative logarithm of this function

1 1
B4 = 5k — Hicxi) TRy M (Yk — Hickk) + 5 (= m) T (P71 "t — my).

(A.22)
The derivative of this energy function is
TR < HIR My + PO M- M. (A29)
The maximum is where this gradient is zero:
Hy R (Hixk — Yi) + (P) ™1 (xc — my) = 0. (A.24)
The solution is
X = (HI R Hk + PO ™ H T HI R Yk + (P ~tmp). (A.25)

We may now use the matrix inversion lemma
HIRMH, + P ™™ = (P — P H] (R + HkP HD IHPL),  (A.26)
and

Xk = (P — Py Hi (Rg + HP HD) THPO (HE R Yk 4+ (PO Imy)  (AL27)
= P H{ [1 = (Re + HP HO T HkPy Hy | Rk (A.28)
+mg — Py HY (R + HP HY) tHemy . (A.29)
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The next trick is to use the identity
I = (R¢ + HkP, HD) 1Rk 4+ HkP HY) (A.30)

to simplify the coefficient of yy to get

Xk = P HE [(R + HkP HO T (R + HiPy HY) (A31)
— (R + HkP HD) 7tH P HE TRty (A.32)

+my — P HY Ry + HPcHD ~tHmy (A.33)

= P Hi [(Re+ HP HD 7R Rty (A.34)
+myg — P HY Ry + HPcHD ~tHmy (A.35)

= my + P Hg (R + HiP HO ™ [y — Hm . (A.36)

We may conclude that mean of distribution in Equation (A.20) is
mg = m; + Kk [yk — Hkmg] , (A37)

where
Kk = P Hg (R + HP HO ™ (A.38)
The covariance of distribution in Equation (A.20) can be calculated from the in-
verse Hessian of energy function in Equation (A.22). The Hessian is
32E (Xy)
IXE

= H{R "Hi + (P, (A.39)

Using the matrix inversion lemma we get

?E(x0)\ * B -1
( ! ) = (H{RMH + (PO (A.40)
X
= Pi — P Hg (R + HkP HO) T HPE (A.41)
=P — KHyPy . (A.42)

If we define innovation mean and covariance as

Vi = Yk — Himy (A.43)
Sk = Rk + HkP H{, (A.44)
we get alternative form
92E (%) \ "
( (2 k)> = P; — KiSKKT, (A.45)
0Xj
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which is numerically more stable, because of the explicit symmetry. Thus, the
resulting equations for posterior distribution parameters are

Vi = Yk — Himy (A.46)
Sk = Ri + HiPy Hy (A.47)
Kk = P HE S, (A.48)
mx = my + Kyvk (A.49)
Py = P, — KkSkKy. (A.50)

A.2 Propagation Equations for Linear Langevin Equa-
tions

Linear stochastic differential equation is a special case of Langevin Equation
(4.2):
X = F(t)x + LH)w(t), (A.51)

where w(t) is a Gaussian white noise process with zero mean and spectral density
Qc(t). This model can be written using Einstein’s summation convention as

Xi = Fij (D)X + Lix®wi(t). (A52)

The Gaussian noise process w(t); has moments

Efwi(©]=0
, , (A.53)
E[wi (Dw; ()] = gij (Dt — 1),
where g;; = qgj;. We would like to find the solution to this equation using the

Fokker-Planck-Kolmogorov equations. We first determine the diffusion coeffi-
cients

D (x.t) = Fij (H)x; (A.54)
DY (x, 1) = Lik(®) Qe (t)L (1), (A.55)
which can be written in vector form as

DD (x, t) = F(t)x (A.56)
DP(x,t) = L()Qc(H)L(t)". (A57)

The corresponding Fokker-Planck-Kolmogorov equation has now form

3%p
X 8Xj ’

0 0 1
®__2 (Fiixip) + 5 Lik Qe jk

= A.58
ot 0Xi ( )
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where we have dropped the time dependency from F’s and L’s for notational
convenience. Time dependency is still there.
Taking Fourier transformations of both sides with respect to x we get (all

9/0x;’s are replaced with iw; and x;’s with i9/0w;):

ap ap 1 <

it Fij By ELich,kijkwin p. (A.59)
Fourier transformation p(w) of (one dimensional) probability distribution is also
called the characteristic function of probability distribution p(x). This is because
the moments of distribution are given by derivatives of Fourier transformation as
1 dp(w)

B = " do )
w=0

(A.60)

For multidimensional distributions the moments are much more complex, but sim-
ilarly gradient gives the mean value E[x] and Hessian gives the non-centered co-
variance E[xx"].

Taking derivatives with respect to w, in Equation (A.59), we get

3%p ap 0%p 1 N
Stawn ~ P50 + wj S ey ELich,kijkSiawjp
1 .1 ap
- ELich.kijkwiBjap - ELich,kijkwia’j aai
ap 32p 1 <
N L L Lo A61
Jaa)j + wj Fj awjawa 2 ch,kk jkwj P ( )
1 1 ap
- ELich,kkLakwi p— ELich,kijkwiCUj Jon
ap 0%p .
= Faja—a)j + wi Fij S by Lak Qe xkLjkwj P
1 9P

2 |ch,kk jkWi j dao,
In the limit @ — 0 all terms with multiplying »’s will vanish, which includes all
but the first term on the right hand side. Thus, we get differential equation for the
first moment as

%p - ap
Mow, ooy
a19p 19p
5780)& ajTjj
I’ﬁa = Fajmj, (A.62)
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where we have used notation
ElX,] = M,. (A.63)
If we write the Equation (A.62) in vector form, we get
m = Fm. (A.64)
Taking derivative of (A.61) with respect to wg, we get

3%p 3%p 9%p 33p

=R 48— — — 0 Fj————
towdwy  awows TP awdws Y Day das iy

- d
— Lok QekklLjkdis P — Lak QckkLjkw % + 0(w)
B

9°p 92p
= FO[‘ F L La L - 0 ‘
y 86()] aa)ﬂ + A aa)J 3a)a kQC*kk Bk p + (C())

In the limit w — 0 we get

9%p 92p 92p
= Fot' + Fgj—— — Loz LaD
Ity dwp wjows P w0, kQckkL gk P
L_p 1 9%p 1 9% 1
i2 8t8a)a8a)ﬂ @l 2 aa)j 80)/3 Bi i2 aa)j dv i2 ak Qe kk gk P
Sep = FajSip + Suj Fpj + LakQokkL gk (A.65)

If we write the Equation (A.65) for covariance in vector form, we get
S=FS+SFT +LQ.L". (A.66)

The relationship between non-center covariance

S=E[xx"] (A.67)
and actual covariance
P=E[X—m)(X—m)"] (A.68)
is
S=P+mm'. (A.69)

Taking derivatives with respect to time and taking into account that m = Fm, we
get . :
S=P+mm" +mm" =P+ Fmm" + mm'F". (A.70)

80



APPENDIX A. DERIVATIONS

Inserting this into Equation (A.66) gives

S=FS+SF" +LQ.L"
P+Fmm" +mm'FT = FP +mm") + P+ mm")F" 4+ LQ.L"
P=FP+PF" +LQ.L". (A.71)
Thus, in this case the actual (centralized) covariance P has the same differential

equation as non-centralized covariance S. From this derivation we get the general
mean and covariance propagation equations

m = Ft)m (A.72)
P=F@t)P+PF'(t) + L{t)Qc(t)LT (t). (A.73)
Given two first moments (m(0), P(0)) of initial distribution p(x, 0), the equations
above define the evolution of the first two moments in time. Derivation of these

same equations and derivation of more general moment propagation equations can
be found in the book of Jazwinski (1970).
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